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About this Book

Who Should Read this Book?

This book is written for beginner analysts. This book provides an ideal starting point whether you are
interested in analyzing traffic to learn how an application works, you need to troubleshoot slow network
performance, or determine whether a machine is infected with malware.

Learning to capture and analyze communications with Wireshark will help you really understand how
TCP/1IP networks function. As the most popular network analyzer tool in the world, the time you spend
honing your skills with Wireshark will pay off when you read technical specs, marketing materials, security
briefings, and more.

This book can also be used by current analysts who need to practice the skills contained in this book.

In essence, this book is for anyone who really wants to know what’s happening on their network.

What Prerequisite Knowledge do | Need?

Before you delve into this book (or network analysis in general), you should have a solid understanding of
basic network concepts and TCP/IP fundamentals. For example, you should know the purpose of a switch, a
router, and a firewall. You should be familiar with the concepts of Ethernet networking, basic wireless
networking, and be comfortable with IP network addressing, as well.

There are a few spots in this book where you will need to access the command prompt to set a path to an
application directory or to run basic command-line tools such as ipconfig/ifconfig, ping, or tracert/traceroute. If
you are unfamiliar with these tools, there are plenty of resources on the Internet to show you how they work
on various platforms.

You will find a Network Analyst’s Glossary at the back of the book. This glossary covers many of the terms and
technology mentioned in the book. For example, if you aren’t familiar with WinPcap when it’s discussed in the
book, just flip to the Network Analyst’s Glossary to learn more.

What Version of Wireshark does this Book Cover?

This book was written using several Wireshark 2.x.x versions. If you are still stuck in the world of Wireshark
1.x, it’s time to update your version. Wireshark 2 offers numerous advantages over the earlier versions, such
as a native install for Macintosh users, Intelligent Scrollbar, much better graphs, a related packet column and
more.



Where Can | Get the Book Trace Files?

Probably your first step should be to download the book trace files and other supplemental files from
www.wiresharkbook.com. Click the Wireshark 101 book link and download the entire set of supplemental files
for this Second Edition book.

The book supplemental files are available in .zip format. Create a folder on your local system and unzip the
files into that folder.

If you have questions regarding the book or the book web site, please send them to info@uwiresharkbook.com.

Where Can | Learn More about Wireshark and Network Analysis?

Download or watch Laura’s free four-part Wireshark 101 course online at the All Access Pass portal
(www.Icuportal2.com).

For more information on the All Access Pass and other training options, visit Chappell University at
www.chappellU.com.



Foreword by Gerald Combs

What's happening on the network?

This is one of those small questions with large answers. For many people it's an
important question, particularly when network problems impact lives and
livelihoods.

The first time I saw someone analyze a network they used an oscilloscope. It
was the 1980s and network analysis tools were scarce. I blame hair bands.

The oscilloscope was all we had on hand in our university lab and it showed us
the square-ish electrical pulses that bounced up and down and made up the Ethernet frames flying
around our network. It was a very narrow, limited view of the network, but it was fascinating.

A few years later at a different university I had to troubleshoot the network for our IT department.
By then we had better tools such as tcpdump and a Sniffer which gave us packets instead of pulses.
It was still daunting at first because our network was a zoo of different technologies: Ethernet,
FDDI, token ring, IPX, DECnet, IP, AppleTalk, and more.

It didn't make much sense at first, but it was still fascinating. You could see what was in each
message going across the network along with all the clever methods that people had devised to let
computers talk to each other. That fascination turned into a passion which is still going strong.

Later on I had to answer the question, “What’s happening on the network?” at an ISP. The nice tools to
which I had grown accustomed were unavailable and I felt blind.

I started writing a protocol analyzer and released it as an open source application. Thanks to
contributions from an amazingly talented team of developers and users, it grew into the world's
most popular protocol analyzer.

I think everyone should have a fundamental understanding of computer networks. They are a vital
part of modern society, and as such it's important to know how they work.

It's also important to know that Wireshark won't give you this understanding by itself - no tool will.
Fortunately, Wireshark has a vibrant ecosystem that surrounds it, from the development team, to
the user community, to companies that offer Wireshark-related products and services (including my
employer), and to instructors like Laura. The ecosystem is an amazing collection of people who are
keenly interested in protocol analysis and equally interested in helping each other. It is an honor to
be part of it.

Networks may not make a lot of sense at first (they didn't for me), but that's OK. Laura can help you
understand how they work (and how they often don't). She can give you the understanding you
need to get the most out of Wireshark.

What's happening on your network?

Gerald Combs
Creator of Wireshark® (formerly Ethereal)



Chapter 0 Skills:

Explore Key Wireshark
Elements and Traffic
Flows

There has been one constant in the network traffic aspect of my career, which started in 1998: packet analysis
with Ethereal, later renamed to Wireshark.

The Air Force Computer Emergency Response Team (AFCERT), where | learned the trade, was an early
adopter of the first versions of the tool. Today, | couldn't imagine doing protocol inspection without Wireshark,
and the project has only improved over time.

Richard Bejtlich
Chief Security Officer, Mandiant Corporation



Quick Reference: Key Wireshark Graphical Interface Elements
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Title bar - trace file name, capture source, or “The Wireshark Network Analyzer

Main menu - standard menu
Main toolbar - learn to use this set of icon buttons!
Display Filter and Filter Expressions area - focus on specific traffic
Wireless toolbar - define 802.11 settings
Packet List pane - packet relationship indicator and summary of each frame
Packet Details pane - dissected frames

Packet Bytes pane - hex and ASCII details
Status Bar - access to the Expert, annotations, packet counts, and profiles



0.1. Understand Wireshark’s Capabilities
Knowing what Wireshark can do will help you determine if it is the right tool for the job.

Wireshark is the world’s most popular network analysis tool with an average of over 1 million downloads per
month. Wireshark is also ranked #1 in the world as a security tool'. Named one of the “Most Important Open-
Source Apps of All Time”2, Wireshark runs on Windows, Mac OS X, and *NIX. Wireshark can even be run as a
Portable App?.

Wireshark is a free open source software program available at wireshark.org. When run on a host that can see a
wired or wireless network, Wireshark captures and decodes the network frames, offering an ideal tool for
network troubleshooting, optimization, security (network forensics), and application analysis. Captured traffic
can be saved in numerous trace file formats (defaulting to the .pcapng format).

Wireshark’s decoding process uses dissectors that can identify and display the various fields and values in
network frames. In many instances, Wireshark’s dissectors offer an interpretation of frame contents as well —a
feature that significantly reduces the time required to locate the cause of poor network performance or to
validate security concerns.

The open source development community has created thousands of dissectors to interpret the most commonly
seen applications and protocols on networks. A core set of Wireshark developers is led by Gerald Combs, the
original creator of Ethereal (Wireshark’s development name prior to May 2006). As an open source project,
Wireshark’s source code is open to anyone for review or enhancement.

Wireshark can be used to easily determine who the top talkers are on the network, what applications are
currently in use, which protocols are supported on a network, whether requests are receiving error responses,
and whether packets are being dropped or delayed along a path. In addition, numerous filters can be applied
to target a specific address (or address range), application, response code, conversation, keyword, etc.

The Wireshark installation package includes numerous tools used to capture packets at the command line,
merge trace files, split trace files, and more.

Based on SLOCCount (Source Lines of Code Count), created by David A. Wheeler, Wireshark has over 2.4
million total lines of code (SLOC)* and the total estimated cost to develop Wireshark is over $95 million.

The following is a quick list of some tasks that can be performed using Wireshark.

1 SecTools.Org: Top 125 Network Security Tools, sectools.org.

2 eWEEK/eWEEK Labs, May 28, 2012, see www.eweek.comy/c/a/Linux-and-Open-Source/The-Most-Important-OpenSource-
Apps-of-All-Time/5/

3 See portableapps.com to learn more about this platform and to download the Portable App launcher. Download the
Wireshark portable application from www.wireshark.org.

4 See www.wireshark.org/download/automated/sloccount.txt for the current SLOCCount estimates.



General Analysis Tasks

Find the top talkers on the network

See network communications in “clear text”

See which hosts use which applications

Baseline normal network communications

Verify proper network operations

Learn who's trying to connect to your wireless network
Capture on multiple networks simultaneously

Perform unattended traffic capture

Capture and analyze traffic to/from a specific host or subnet
View and reassemble files transferred via FTP or HTTP
Import trace files from other capture tools

Capture traffic using minimal resources



Troubleshooting Tasks
e Create a custom analysis environment for troubleshooting
o Identify path, client, and server delays
e Identify TCP problems
e Detect HTTP proxy problems
e Detect application error responses
e  Graph IO rates and correlate drops to network problems
e Identify overloaded buffers
e Compare slow communications to a baseline of normal communications
¢ Find duplicate IP addresses
e Identify DHCP server or relay agent problems on a network
e Identify WLAN signal strength problems
e  Detect WLAN retries
e Capture traffic leading up to (and possibly the cause of) problems
e Detect various network misconfigurations
o Identify applications that are overloading a network segment

e Identify the most common causes of poorly performing applications



Security Analysis (Network Forensics) Tasks

Create a custom analysis environment for network forensics

Detect applications that are using non-standard ports

Identify traffic to/from suspicious hosts

See which hosts are trying to obtain an IP address

Identify “phone home” traffic

Identify network reconnaissance processes

Locate and globally map remote target addresses

Detect questionable traffic redirections

Examine a single TCP or UDP conversation between a client and server
Detect maliciously malformed frames

Locate known keyword attack signatures in your network traffic



Application Analysis Tasks
e Learn how applications and protocols work
e  Graph bandwidth usage of an application
e Determine if a link will support an application
¢ Examine application performance after update/upgrade
e Detect error responses from a newly installed application
¢ Identify which users are running a particular application

e Examine how an application uses transport protocols such as TCP or UDP

. WARNING

Before you capture your first packet, ensure you have permission to listen to the network traffic. If you are an IT staff member, obtain
written permission to listen to network traffic for troubleshooting, optimization, security, and application analysis. Consult a legal
specialist to understand your local and national laws regarding packet capture on wired and wireless networks.



0.2. Getthe Right Wireshark Version

Since you may move from one location to another, from one computer to another, and from one operating
system to another, it’s best to know on what systems you can install Wireshark. Wireshark runs on most of the
commonly used operating systems, including Windows, Mac OS X, and *NIX systems.

All OS versions of Wireshark can be obtained from www.wireshark.org. Click the Download button and the site
will recognize the operating system you are running and highlight the version of Wireshark that is most
appropriate for that operating system.

1ir
If you are really new to Wireshark, consider downloading, installing, and using either the Windows or Apple OS X version—these are
the simplest processes since they only require running an executable installation file.

As of Wireshark version 2, the Windows and Apple OS X installation processes are quite simple since these
versions of Wireshark are available with an installer program.

Binary packages are available for most *NIX distributions. If a binary package is not available for your
platform you can download the source and build it yourself. Refer to the Wireshark documentation
(www.wireshark.org/docs/wsug_html/).

Wireshark also comes preinstalled on a number of forensic tool distributions, such as Kali Linux
(www.kali.org), although it may not be the latest Wireshark version.

The complete list of operating system requirements is available at
www.wireshark.org/docs/wsug_html_chunked/ChintroPlatforms.html.



0.3. Learn how Wireshark Captures Traffic

Understanding how Wireshark captures traffic will affect how you use Wireshark’s features. In this section we
refer to the elements depicted in Figure 1.

[dissectors - plugins - display filters]
Core Engine

Dumpcap Wiretap Library

Capture Engine

libpcap/WinPcap/Npcap**/USBpcap
[capture filter]

network

* GTK support will eventually be discontinued in Wireshark v2.
** Early releases of Wireshark v2 do not include Mpcap — visit Npcap.org for more information.

Figure 1. How Wireshark handles traffic from a live capture or from a saved trace file.

The Capture Process Relies on Special Link-Layer Drivers

When your computer connects to a network, it relies on a network interface card (such as an Ethernet card)
and link-layer driver (such as an Atheros PCI-E Ethernet driver) to send and receive packets.

Wireshark also relies on network interface cards and link-layer drivers to pass up traffic for capture and
analysis. For capturing, you can use either WinPcap or Npcap (special link-layer drivers) on Windows hosts.
Libpcap is the special link-layer driver used on *NIX hosts and Apple OS X. USBpcap is used to capture
communications to and from local USB ports.

When you start capturing traffic with Wireshark, a tool called Dumpcap is launched in the background to do
the actual capturing. Frames are passed up from the network, through one of these special link-layer drivers

directly into Wireshark’s Capture Engine. If you applied a capture filter (only capturing broadcast traffic for

example), the frames that pass through the capture filter are passed up to the Capture Engine. Capture filters
use Berkeley Packet Filtering (BPF) syntax.

For more information on filtering out (excluding) or filtering in (passing on to Wireshark) specific traffic types,
refer to Reduce the Amount of Traffic You have to Work With.

The Dumpcap Capture Engine Defines Stop Conditions

The Dumpcap capture engine defines how the capture process runs and the stop conditions. For example, you
can set up a capture to save frames to a set of 50 MB files and automatically stop after six files have been
written. We refer to these files as trace files.

The current default trace file format is .pcapng (packet capture, next generation).



The .pcapng format offers the ability to save metadata with a file. For example, you can save trace file and packet annotations
(comments) inside your trace file. We will look into this process in Chapter 7.

The Core Engine is the Goldmine

The Capture Engine passes frames up to the Core Engine. This is where Wireshark’s power becomes evident.
Wireshark supports thousands of dissectors that translate the incoming bytes into human-readable format
frames. The dissectors break apart the fields in the frames and often perform analysis on the content of those
fields.

For more information on how Wireshark dissectors work, see Dissect the Wireshark Dissectors.

The Qt Framework Provides the User Interface

As of Wireshark version 2, the Qt (pronounced either “Q-T” or “cute”) framework is the preferred option to
provide the cross-platform interface for Wireshark. With very few exceptions, you can move seamlessly from a
Wireshark system running on one platform to a Wireshark system running on another platform with no
problems. The basic interface elements are essentially the same.

The GTK+ Toolkit is Being Phased Out

The GTK+ (GIMP Toolkit) was the primary graphical toolkit until Wireshark version 2 was released. Although
the early releases of Wireshark version 2 still include the option to install the GTK configuration of Wireshark,
this option is being phased out. Now is the time to become familiar with and embrace the Qt framework.

The Wiretap Library is Used to Open Saved Trace Files

The Wiretap Library is used for the input/output functions for saved trace files. When you open a trace file
(whether captured with Wireshark or another analysis tool), the Wiretap Library delivers the frames to the
Core Engine.

TIP

The Wiretap Library understands the most commonly used trace file formats. If you receive a trace file in a format that the Wiretap
Library doesn't support, consider examining the capture tool or process to determine if .pcap or .pcapng formats are available and
perform the capture process again.

For more information on the Wiretap Library, see Open Trace Files Captured with Other Tools.



0.4. Understand a Typical Wireshark Analysis Session

Although each analysis session is a bit different, there are some basic steps that you may want to perform
during each analysis session.

The following is a checklist of the most common tasks performed during an analysis session. Consider using
this basic task checklist when you open a trace file.

v" Determine who is talking in the trace file
See Find Out Who's Talking to Whom on the Network (Page 226)

v Determine what applications are in use
See List Applications Seen on the Network (Page 235)

v" Filter on the conversations of interest
See Filter on a Single TCP or UDP Conversation (Page 165)

v" Graph the IO to look for drops in throughput
See Graph Application and Host Bandwidth (Page 238)

v" Open the Expert to look for problems
See Identify TCP Errors (Page 243)

v Determine the round trip time to identify path latency
See Use Filters to Spot Communication Delays (Page 181)

Each of these tasks is covered in this book.

TIP

Now is the time to start your own checklist of tasks. As you go through the labs in this book, note the tasks that you'd like to repeat
each time a trace file comes in. As with many skills, practice will pay off.



0.5. Differentiate a Packet from a Frame

You will see both terms used in the world of protocol analysis. The term “packet” is often used as a blanket
term to describe anything sent across a network, but there is a definite difference between these two terms.

Recognize a Frame

The term “frame” is used when referring to the communication from the Media Access Control (MAC) layer
header (such as an Ethernet header) through the MAC trailer. All communications between devices use
frames. We don’t spend a lot of time troubleshooting or analyzing Ethernet frames, however. There’s not a lot
to analyze in an Ethernet header or trailer and Ethernet technology is fairly well implemented and not often
the problem. In the world of wireless technology, however, there is a lot going on in the WLAN header —
enough to focus on during a troubleshooting session.

You will not always see the Ethernet trailer when analyzing traffic. Some operating systems do not support
capturing the trailers on Ethernet networks.

Just to make this more confusing, Wireshark adds a “Frame” section to provide extra information about all
actual frames. When you look inside the Packet Details pane, you will see this Frame section at the top. If you
expand that section, you will see time, coloring and other information added to the actual frame by Wireshark.

The actual frame begins with the second line, labeled “Ethernet II.” Wireshark’s Frame section only contains
information about the frame (metadata). It does not contain any of the actual contents of the frame.

Figure 2 indicates the beginning and ending of the actual frame as well as the Frame section that contains the
metadata.

Recognize a Packet

A packet is the stuff that sits inside a MAC frame. In TCP/IP communications, a packet begins at the IP header
and ends just before the MAC trailer. People often refer to network analysis as “packet analysis” — this naming
is due to the fact that the majority of analysis tasks begin at the IP header. Figure 2 indicates the beginning and
ending of the packet.

Recognize a Segment (and Watch for Ambiguities)

This term is the catalyst for many arguments regarding network terminology. A TCP data segment consists of
application bytes preceded by a TCP header. The “data” may include an HTTP header or just contain data.
The confusion with this term arises when you examine the establishment of a TCP connection. During this
time, each TCP peer shares its Maximum Segment Size (MSS) value. In this instance, the term segment is used
to define the receive data segment size, not including the TCP header. Figure 2 indicates the beginning and
ending of the TCP segment.



# Frame 2284: 345 bytes on wire (276@ bits), 345 bytes captured (276@ bits) on
Interface id: @ (\Device\NPF_{98657C67-2DE2-4L46-B5FE-5101D6F82270})
Encapsulation type: Ethernet (1)

The Frame Arrival Time: Dec 2, 2015 19:14:36.182840000 Pacific Standard Time

: : [Time shift for this packet: ©.000080008 seconds]

section contains Epoch Time: 1449112476.182840000 seconds
metadata [Time delta from previous captured frame: ©.800139088 seconds]

i [Time delta from previous displayed frame: 2.561580000 seconds]

dlsplayed b\/ [Time since reference or first frame: 10.111596800 seconds]

Wireshark Frame Number: 2284
Frame Length: 345 bytes (276@ bits)
Capture Length: 345 bytes (2760 bits)
[Frame is: marked: False]
[Frame is ignored: False]
[Protocols in frame: eth:ethertype:ip:tcp:http]
[Coloring Rule Mame: HTTP]
[Coloring Rule String: http || tep.port == 80 || http2]
+ Ethernet II, Src: GemtekTe_cc:7d:da (20:18:7a:cc:7d:da), Dst: HonHaiPr_fa:0e
[_ » Internet Protocol Version 4, Src: 192.168.44.7, Dst: 198.66.239.146
== Transmission Control Protocol, Src Port: 26170 (2617@), Dst Port: 8@ (88), 58

Frame

Host: www.chappellu.comirin
User-Agent: Mozilla/5.0 (Windows NT 6.3; WOWE4; rv:42.0) Gecko/20100101 F
Accept: text/html,application/xhtml+xml,application/xml;q=0.9,*/*;q=0.8\r
Accept-Language: en-US,en;g=8.5\r\n
Accept-Encoding: gzip, deflate\ri\n
Connection: keep-alive\r\n

\r\n

[Full request URI: http://www.chappellu.com/]

Packet
|

Segment
1

Figure 2. It is best to learn and use the proper terminology whenever possible.

In this book, we use the term “frame” when focusing on the MAC header in communications, or when
referring to a value in the No. column (frame number column) in the Packet List pane.

Since Wireshark often refers to frames as packets in various menus, we will use Wireshark’s terminology in
those cases. For example, the File menu contains an option to “Export Specified Packets” even though it is
actually exporting frames.



0.6. Follow an HTTP Packet through a Network

To be a good analyst, you must know TCP/IP very well. Also key to communications analysis is a solid
understanding of how packets travel through a network and how the traffic is affected by various network
devices.

Let’s look at a network path that includes a client, two switches, one standard router, a router that performs
Network Address Translation (NAT) and a server.

MAC: B MAC: C MAC: D MAC: E
IP: 10. 1 0.77 IP: 10.2. 0 77 IP: 10.2.0.88 IP: 67.2.10.12

Router/NAT

MAC: A MAC: G www.svrint999.com |
IP: 10.1.0.1 IP: 10.3.99.99 MAC: F
IP: 74.125.224.143

Figure 3. How will these devices affect the format of the frame along the path?

In Figure 3, our client sends an HTTP GET request for the main page on the HTTP server. We've used simple
letters to represent the MAC addresses (aka hardware addresses) of the devices.

To know how devices affect the contents of the frame, we will look at how this frame is altered as it travels
through switches, routers, and even a router/NAT device.

P

There are many times when you will need to capture at more than one location. For example, when you want to know how a device
affects the contents of a frame, you need to capture the frame both before and after it travels through the device. You may also want to
capture traffic at two locations to determine which internetworking device is dropping packets.

Because capturing at multiple locations is a common analysis task, you should have Wireshark (or at least Dumpcap) loaded on more
than one laptop or be prepared to capture using port spanning or a full-duplex tap. We will cover these capture options in Chapter 2.

Point 1: What Would You See at the Client?

MAC: B

L Capture at Point 1
-~ MAC: From A= B
Router
- IP: From 10.1.0.1 = 74.125.224.143 TTL: 64
TCP Header
GET/
o Ethernet Trailer
MAC: A -
1P:10.1.0.1
o

All devices can only send to the hardware address of local machines in MAC headers. This MAC header will
be stripped off by the first router along the path—these MAC headers are only temporary and are used to get
the packet to the next hop along a path. In the IP header example above, the packet is addressed from 10.1.0.1
(client) to 74.125.224.143 (server).

Analyst View: At this point, the Ethernet header of our client’s GET request is addressed to the local router’s
MAC address (B).



Point 2: What Would You See on the Other Side of the First Switch?

MAC: B
P07 Capture at Point 2
S MAC: From A= B
(2] Rt
- IP: From 10.1.0.1 = 74.125.224.143 TTL: 64
TCP Header
GET/

Ethernet Trailer
MAC: A
P 10.1.0.1
=

True switches® do not affect the contents of the frame. Switch 1 would simply look at the destination MAC
address (MAC address B) to determine if that host is connected to one of the switch ports.

When the switch finds the switch port associated with MAC address B, the switch forwards the frame out the
appropriate switch port.

Analyst View: We would see a frame that matches the frame we saw at point 1.

Point 3: What Would You See on the Other Side of the Router?

Capture at Point 3

MAC: From C= D

MAC: C MAC: D i
P 05077 | iF:10.3.088 IP: From 10.1.0.1 = 74.125.224.143 TTL: 63
" e : TCP Header
-, -
Router e RouterNAT GET/
Ethernet Trailer

Upon receipt of the frame, after checking to make sure the frame isn’t corrupt and that the frame is addressed
to the router’s MAC address, the router strips off the Ethernet header.

The router examines the destination IP address in the packet (it is now considered a packet, not a frame) and
consults its routing tables to see if it knows what to do with the packet. If the router does not know how to get
to the destination IP address (and it doesn’t have a default gateway to send the packet to), the router will drop
the packet and send a message back to the originator indicating there is a routing problem. We can capture
these error messages with Wireshark and detect which router is unable to forward our packets to the
destination.

If the router has the information required to forward the packet, it decrements the IP header Time to Live (hop
count) field value by 1 and applies a new Ethernet header to the packet before sending it on to the
router/NAT device.

Analyst View: We would see a new Ethernet header (from C to D) and an IP header Time to Live value that has
been decreased by 1.

5 A true switch does not offer any routing functionality. The only purpose of a true switch is to learn what machines are
connected to it (based on MAC addresses) and forward traffic accordingly.



Point 4: What Would You See on the Other Side of the Router/NAT Device?

MAC:E

1P:67.2.10.12 Capture at Point 4
~ [ MAC: From E > F
S i) @ | IP: From 67.2.0.1 > 74.125.224.143 TTL: 62
TCP Header
GET/

. Ethernet Trailer
www.surint999.com |
MAC: F
1P: 74.125.224.143 w

The router/NAT device goes through the same routing process as the previous router before forwarding the
packet. Additionally, the router/NAT device changes the source IP address (network address translation) and
source port number while making note of the original source IP address and source port number. The
router/NAT device associates this information with the newly assigned outbound IP address and port
number.

Outbound NAT Range 67.2.0.1-67.2.0.100
Incoming IP address: 10.1.0.1
Incoming source port: 1024
Outbound NAT address: 67.2.0.1
Outbound source port: 2011

]

MAC: E
IP: 67.2.10.12

Analyst View: We would see a new Ethernet header (from E to F) and an IP header Time to Live value that has
been decreased by 1. In addition, we would see that the source IP address and source port number has
changed.

Point 5: What Would You See at the Server?

MAC: E
IP: 67.2.10.12 Capture at Point 5
——y MAC: From E=> F
i 3 IP: From 67.2.0.1 = 74.125.224.143 TTL: 62
TCP Header
GET/
" @ Ethernet Trailer
WWW. SVt 999, com
MAC: F
IP; 74.125.224.143 w

At this point we should see the same frame that we saw at Point 4. Remember, switches should not alter the
contents of a frame.

Where You Capture Traffic Matters

If you capture at Point 1, 2, or 3, you cannot determine the MAC address of the server. Likewise, if you capture
at Point 3, 4, or 5, you cannot determine the MAC address of the client. If you capture at point 5, you cannot
tell the actual IP address of the client, either.



Beware of Default Switch Forwarding

Remember, switches forward frames based on MAC address. If you'd connected a Wireshark system to either
of the switches in Figure 3, you would not have seen any of the traffic between our HTTP client and HTTP
server. The switches would only forward broadcast, multicasts, and traffic destined to your Wireshark
system’s MAC address down your port®.

Switches do not alter the MAC addresses or the IP addresses of the traffic, but they can be a major roadblock
in network analysis.

Consider the example shown in Figure 4. We loaded Wireshark on the machine connected to switch port 1. We
have a problem if we want to listen to the traffic between the two other devices on the network. The switch is
not going to forward this down our port—it’s not addressed to our MAC address.

switch

MACAisonportl
MACBE is on port2
MACCisonport3

12| |3

=\ )je
MAC: A MAC: B MAC: C
IP:10.1.0.1 1P:10.1.0.2 1P:10.1.0.3

Figure 4. Switches can affect the amount of traffic you see.

It is this limitation that causes us to figure out other methods for listening in on network traffic. We will look
at our options in Identify the Best Capture Location to Troubleshoot Slow Browsing or File Downloads.

" TIP

Plan and test your capture methods in advance. It's not a fun process to start testing capture methods when all hell breaks loose on
the network and users, their managers, your manager, and the CEO are pounding on your office door or encroaching in your cubicle
air space. Be prepared—be practiced.

6 One other item can be sent down your switch port— traffic to an unknown MAC address. If all goes well, this should
rarely happen. We have resolution processes to ensure we know target MAC addresses and we should only see MAC
addresses that are in use on the network.



0.7. Access Wireshark Resources

Eventually you will hit a problem that you just can’t solve. Whether it is a problem in Wireshark functionality

or packet structures, you can find assistance in several key places on the Internet.

Use the Wireshark Wiki Protocol Pages
Wireshark offers support through a series of Wiki protocol pages.

Visit wiki.wireshark.org to see all the Wiki information related to Wireshark. You can also add the protocol or

application name to the URL for assistance on a protocol. For example, you can type
wiki.wireshark.org/Ethernet”.

You can also get to these pages by right-clicking on any protocol displayed inside a frame, as shown in Figure

5. Wireshark detects the protocol selected and launches the related Wiki page.
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Figure 5. Right-click on any protocol shown in the Packet Details pane to launch the related Wiki protocol page. [http-

google101.pcapng]

7

Note that the URL is case sensitive. If you browse to wiki.wireshark.org/ethernet (all lower case), you will see a

message indicating that “This page does not yet exist.”




Get Your Questions Answered at ask.wireshark.org

There is a very active Q&A forum for Wireshark users (shown in Figure 6). Visit ask.wireshark.org to pose your

questions to the Wireshark community. You must register for a free account to post a question here.

= .
WIRESHARK

o@@em %}%}%

login about faq

Ask a Question

1

votes answer

votes answer

0 0

QP

63

views

views

21

Search 6)

®@ Questions O Tags © Users

@ active newest most voted
Decrypting a Wireshark capture without the private key

@}7 mins ago Kurt Knochner + 24.0k

ssl | ssl decrypt

HTTP response not being decoded @

Capitan)

confi | permissions 5 hours ago Christian_R 1.0k

Wireshark 2.0 for linux nonroot users

lelcome to Wireshark Q&A

Ask and answer questions about
Wireshark, protecols, and Wireshark
development

about

0 1 16
Yoles | REEEENY views hitp 1 hour ago Christian_R 1.0k faq
0 2 37 Losing connection with weird behavior (disconnecting everyone)
; |- 10184 Questions
voles HENE s LR ack | disconnect 1 hour ago mmguy 6
1 1 346 answers
0 1 27 Exporting Decrypted 802.11 WPA/PSK Packets in PCAP Format Questons
g1l FIELET wpa-psk | expart  pcap | wifi | 80211 4 hours ago Amato G 742
o q 37 Wireskark /.config permission problems under 05 X 10.11.1 (El You have a trillion packets.

You need to see four of them.
Riverbed Technology lets you
seamlessly move between packets
and flows for comprehensive
monitoring, analysis and

N P el TN, | gl i il el e T\ iii N

Figure 6. Use the Search function (7) to look for key words related to your question at ask.wireshark.org.

The following lists the key areas on ask.wireshark.org.

(1) Questions tab — Click to return to the All Questions page (shown above).

(2) Tags tab—Click to see the list of tags related to questions —click on tags related to your topic of
interest to see if there is helpful information there.

(3) Users tab—Click to see the users who participate in the Q&A forum — this area also includes their
status in badge colors, counts, and administrative status (diamonds).

(4) Badges tab—Click to see how many contributors have achieved recognition for their participation
in the Q&A forum.

() Unanswered tab —Click to see questions that are still considered unanswered. Unfortunately,
many Q&A participants do not mark questions “answered” even though they have been.

(6) Ask a Question tab— Click to ask your question. If you don’t have a free account here yet, your
question will be saved as you create an account and log in with your new credentials.

(7) Search area and button —Search for the topic you are interested in first. This is a great place to
start.

(8) Vote count—Forum users can vote on (like/unlike) questions.

(9) Answer count— This number indicates how many answers have been submitted to a question.

(10) View count— This number indicates how many times a question has been viewed. This is a great
indicator to determine how “hot” a topic is.

(11) Question title (hyperlink) and tags — Click on the question title to jump to the question page. The
tags indicate the topic(s) covered in the question.

(12) Jump to buttons — Click on any of these buttons to jump to the list of active questions, newest
questions, or questions that have the most votes.

(13) Question activity age and contributor information — This area indicates how old a question is

(based on last activity such as answer, comment, or even just posting the question), who
contributed to the question most recently, and information about that last contributor. The
contributor information includes the Karma level (level of acquired trust in the forum) and their
administrative levels.

For more information on the Q&A forum, visit ask.wireshark.org/faq/.



Note: During the initial development of this book, we pulled up the most active questions and the hottest topics on the
Q&A Forum. That list, along with years of experience teaching Wireshark techniques and analyzing network traffic, led
to the skills covered in this book.



0.8. Analyze Traffic Using the Main Wireshark View

You don’t always need to do a deep dive into the traffic to understand what’s going on. A quick look at the
main Wireshark window may be all you need to find the cause or culprit.

Open a Trace File (Using the Main Toolbar, Please)

When launched, Wireshark displays a Start Page. Although there are many functions available on the Start
Page, the fastest way to navigate in Wireshark is through the main menu, main toolbar, and keyboard
shortcuts. Click the File Open button on the main toolbar (circled in Figure 7). Open http-google101.pcapng
(available at www.wiresharkbook.com).

i A The Wireshark Network Analyzer = =
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to quickly start capturing traffic or working on
saved trace files.
Click the Open File button
to begin to analyze a
saved trace file.
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User's Guide - Wiki - Questions and Answers - Mailing Lists
‘fou are runming Wireshark 2.0.0 (v2.0.0-0-g9a73b82 from master-2.0). You receive automatic updates.

+ Mo Packets Profile: Default

Figure 7. The Start Page appears when you launch Wireshark. Whenever possible, use the main toolbar and keyboard shortcuts to
navigate in Wireshark.

" TIP

As of Wireshark version 2, the list of keyboard shortcuts is available under Help | About Wireshark | Keyboard Shortcuts. See



Learn the Keyboard Shortcuts.

This trace file contains the traffic between a client and the www.google.com server when someone opens the
main web site page. If you capture your own traffic to www.google.com, it may look quite different. Your traffic
will contain different MAC and IP addresses and you may have some elements of the Google site cached (on
disk). In the case of cached content, you will load portions of the web site page from disk —you will not see the
cached content being sent from the server in the trace file.

We will work with this trace file as we explore the various elements of the Wireshark main view.

Launch a Capture with Sparklines

Sparklines illustrate the traffic level seen on available interfaces. Double-click on a sparkline to quickly launch
a capture on that interface.

Know When You Must Use the Main Menu

We all know how to use menus. The key is when to use the main menu (Figure 8) and where to find what
you're looking for. Many of Wireshark’s functions are available through the right-click method or the main
toolbar (also referred to as the icon toolbar).

A http-google101.pcapng SRR
Eile: Edit  Miew %J L%re Analyze Statistics  lelephony  Wireless  lools  Help
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» | '_| Expression... +

Figure 8. All functions in the Go and Capture menu items can be done faster using the main toolbar.

The following list highlights the reasons you may need to use the main menu instead of the main toolbar.

File —open file sets, save subsets of packets, export SSL session keys and objects
Edit—change preferences, clear marked/ignored packets, and time references
View —view/hide toolbars and panes, edit the Time column setting, reset coloring
Analyze —create display filter macros, see enabled protocols, save forced decodes
Statistics — build graphs and open statistics windows for various protocols
Telephony — perform all telephony-related functions (graphs, charts, playback)
Wireless — perform Bluetooth and WLAN functions (devices, statistics)

Tools —access the Lua scripting console and jump to resources

Help — check for updates, access Wireshark folder information and shortcut list

Again, this list focuses on things you need in the main menu. Become an efficient analyst by finding the fastest
ways to perform tasks.

Use the Main Toolbar Whenever Possible

You can work very efficiently by clicking on the buttons on the main toolbar to open files and access filters,
coloring rules, and preferences. In this book we use most of the key functions on the main toolbar. These
functions are listed in Figure 9.

A http-google101.pcapng - o IEl
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Figure 9. Become familiar with the main toolbar functions — this is the fastest way to work in Wireshark.



Learn the Keyboard Shortcuts

Under Help | About Wireshark | Keyboard Shortcuts, you will find the list of shortcuts available. In addition,
right-clicking on many pop-up windows in Wireshark will bring up a list of keyboard shortcuts applicable to

that window.

Shortcut availability is based on your version of Wireshark and the operating system on which you installed

Wireshark.

The following lists keyboard shortcuts for Windows:

Shortcut
Ctrl+Shift+C
Ctrl+W
Ctrl+Left
Ctrl+1
Ctrl+2
Ctrl+3

Ctrl+4
Ctrl+5
Ctrl+6
Ctrl+7
Ctrl+8
Ctrl+9
Ctrl+Shift+A
F1
Ctrl+Alt+1

Ctrl+Shift+D
Ctrl+Shift+E
Ctrl+Right
Shift+Right
Ctrl+H
Ctrl+Shift+F
Ctrl+N
Ctrl+F
Ctrl+B
Ctrl+Home
Ctrl+G
Ctrl+Shift+D
Ctrl+D
Ctrl+End

Name

As Filter
Close
Collapse All
Color 1
Color 2
Color 3

Color 4

Color 5

Color 6

Color 7

Color 8

Color 9

Configuration Profiles...
Contents

Date and Time of Day (1970-
01-01 01:02:03.123456)

Description

Enabled Protocols...
Expand All

Expand Subtrees
Export Packet Bytes...
Field Name

Find Next

Find Packet...

Find Previous

First Packet

Go to Packet...

Ignore All Displayed
Ignore/Unignore Packet
Last Packet

Description

Copy this item as a display filter

Close this capture file

Collapse all packet details

Mark the current conversation with its own color.
Mark the current conversation with its own color.

Mark the current conversation with its own color.

Mark the current conversation with its own color.
Mark the current conversation with its own color.
Mark the current conversation with its own color.
Mark the current conversation with its own color.
Mark the current conversation with its own color.
Mark the current conversation with its own color.
Manage your configuration profiles

Help contents

Show packet times as the date and time of day.

Copy this item's description
Enable and disable specific protocols
Expand packet details

Expand the current packet detail
Export Packet Bytes...

Copy this item's field name

Find the next packet

Find a packet

Find the previous packet

Go to the first packet

Go to specified packet

Ignore all displayed packets
Ignore or unignore this packet

Go to the last packet



Ctrl+Shift+M
Ctrl+M
Ctrl+Shift+N
Ctrl+Down
Ctrl+.
Ctrl+Alt+N
Ctrl+0
Ctrl+O
Ctrl+K
Ctrl+Shift+P
Ctrl+Shift+B
Ctrl+Up
Ctrl+,

Ctrl+Alt+B
Ctrl+P
Ctrl+Q

F5

Ctrl+R
Ctrl+Shift+L
Ctrl+Shift+F

Ctrl+Space
Ctrl+Shift+R
Ctrl+R
Ctrl+S
Ctrl+Shift+S
Ctrl+Alt+3

Ctrl+Alt+4

Ctrl+Alt+5

Ctrl+Alt+6

Ctrl+T
Ctrl+E
Ctrl+E

Mark All Displayed
Mark/Unmark Packet
Next Mark

Next Packet

Next Packet in Conversation

Next Time Reference
Normal Size

Open

Options...
Preferences...
Previous Mark
Previous Packet

Previous Packet in
Conversation

Previous Time Reference
Print...

Quit

Refresh Interfaces
Reload

Reload Lua Plugins

Reload as File
Format/Capture

Reset Colorization
Resize Columns

Restart

Save

Save As...

Seconds Since 1970-01-01

Seconds Since Beginning of

Capture

Seconds Since Previous
Captured Packet

Seconds Since Previous
Displayed Packet

Set/Unset Time Reference
Start

Stop

Master the Filter Toolbar

We use display filters to pull the “needle out of the haystack.” When you have thousands or hundreds of
thousands of packets to look through, use display filters to see traffic that is related to the task at hand. For

Mark all displayed packets

Mark or unmark this packet

Go to the next marked packet

Go to the next packet

Go to the next packet in this conversation
Go to the next time reference

Return the main window text to its normal size
Open a capture file

Capture options

Manage Wireshark's preferences

Go to the previous marked packet

Go to the previous packet

Go to the previous packet in this conversation

Go to the previous time reference
Print...

Quit Wireshark

Refresh interfaces

Reload this file

Reload Lua plugins

Reload as File Format/Capture

Reset colorized conversations.

Resize packet list columns to fit contents
Restart current capture

Save this capture file

Save as a different file

Show packet times as the seconds since the UNIX / POSIX
epoch (1970-01-01).

Show packet times as the date and time of day.

Show packet times as the seconds since the previous
captured packet.

Show packet times as the seconds since the previous
displayed packet.

Set or unset a time reference for this packet
Start capturing packets
Stop capturing packets



example, if you are troubleshooting someone’s web browsing session, you can use a display filter to remove
email sessions or virus update traffic from view.

Figure 10 highlights the purpose of each section of the filter toolbar.
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Figure 10. Learn to use the display filter toolbar to save time analyzing traffic.

Summarize the Traffic Using the Packet List Pane

Wireshark has three panes (windows) —the Packet List pane, the Packet Details pane, and the Packet Bytes
pane.

The Packet List pane is the top pane, as shown in Figure 11.
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Figure 11. When you select a frame in the Packet List pane, the Packet Details pane and Packet Bytes pane provide additional
information on the selected packet. [http-google101.pcapng]



Scroll through the Packet List pane to see which hosts are communicating, the protocols or applications in use,
and general information about the frames. Wireshark colors the frames based on a set of coloring rules. For
more information on coloring rules, see Identify Applied Coloring Rules.

You can add columns to the Packet List pane and sort on any column. This sorting ability can help you find
similar packets or large delays in the trace file. By default, the Packet List pane is sorted by the frame number
column (“No.” column on the far left side).



Figure 12 shows the Packet List pane of http-google101.pcapng. Each packet in the trace file contains information
in the default columns listed below.

e Number (“No.”) column— Each frame is assigned a number. By default, traffic is sorted on the No.
column from low to high. You can sort the Packet List pane by clicking on the desired column
heading. If you change the sort order and want to return to the default look of the Packet List pane,
sort on this column.

To the left of the No. column is the Related Packets Indicator which depicts the relationship between
packets in a stream and requests/responses. The Related Packets Indicator is only active for the
stream (or conversation) in which the currently selected packet resides.

¢ Time column— By default, Wireshark shows when each frame arrived compared to the first frame in
the Time column. We will use this column to find delays in Detect Latency Problems by Changing the
Time Column.

¢ Source and Destination columns — The Source and Destination columns show the highest layer
address available in each frame. Some frames only have a MAC address (ARP packets, for example),
so those MAC addresses will be displayed in the Source and Destination columns. In Figure 12, we
see that all of our frames have IP addresses shown in the Source and Destination columns.

e Protocol column — Wireshark displays the last dissector applied to the frame. This is a great place to
look if you're trying to figure out what applications are in use. In Figure 12, we see DNS, TCP, and
HTTP listed in this column.

¢ Length column — This column indicates the total length of each frame. We can easily detect if an
application uses itty bitty stinkin” packet sizes by looking at this column.

¢ Info column— This column provides basic information about the frame. Look at this column as you
scroll through this trace file. You will see many DNS queries and responses, many HTTP GET
requests, and data packets as the user loads the main Google page.

¢ Intelligent Scrollbar — Although this is not a column, it is important to mention this important feature
of the Packet List pane. The Intelligent Scrollbar provides a miniature view of the traffic coloring seen
in the trace file. We will examine the Intelligent Scrollbar in Navigate Manually on the Intelligent

Scrollbar.
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Figure 12. The seven default columns of the Packet List pane. [http-google101.pcapng]

Related Packets Indicator
To the left side of the No. column, you will see the Related Packets Indicator. The Related Packets Indicator
depicts the relationship between packets in a stream (also referred to as a conversation).

The Related Packets Indicator only shows the relationship of packets in the same stream as the selected packet.
For example, if you select a DNS query packet, the Related Packet Indicator will connect this packet to the
associated DNS response is (if it exists in the trace file). If you select a frame in a TCP stream, you may see



more interesting information, such as the checkmark indicating the packet that has been acknowledged by the
selected packet.

Try this with http-google101.pcapng. Click on frame 1 and you will notice the Related Packets Indicator links
frame 1 with frame 2. Frame 1 is a DNS query and frame 2 is the associated response. Click on frame 6 and
you will see a line indicating the start of the stream and a checkmark next to frame 5 indicating that the
selected frame is acknowledging frame 5. Figure 13 depicts many of the Related Packets Indicator markings.

- Request/response
.L relationship
Start of stream (conversation) |
{ Selected packet is a
duplicate of this packet
Response to selected frame or
next request in the stream
| Not in same stream as the
! selected frame
|

| Indicates this packet was
i acknowledged by the selected packet

i ’é__J‘ End of stream (conversation) |

Figure 13. The Related Packets Indicator can help you quickly find related packets.

Sort Columns in the Packet List Pane

As mentioned earlier, you can sort the Packet List pane by clicking on the desired column heading. For
example, if you click on the Protocol column heading when viewing http-google101.pcapng, Wireshark reorders
the frames as DNS, HTTP, and TCP (ascending alphabetically), as shown in Figure 14.

Click the Number (“No.”) column heading once to reorder the Packet List pane in its original order (from low
to high).
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Figure 14. Click once on any column heading to sort from low to high — click again to sort from high to low. [http-google101.pcapng]

Reorder the Columns
You can change the location of columns by clicking and dragging on a column heading to move it left or right.
In Figure 15 we moved the Time column to the right.
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Figure 15. Just click and drag column headings left or right to reorder columns. [http-google101.pcapng]



Right-Click on Column Headings to Hide, Display, Rename, and Remove Columns
Right-click on any column heading to view your options in a drop-down menu. Click on column names to
toggle them on and off, as shown in Figure 168.
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Figure 16. Right-click on any column heading to view the column options menu. When you do not want to see a column, simply
uncheck the column on the list. [http-google101.pcapng]

Select Remove This Column to remove it from the list, if desired.

8  We hid columns at various points in this book to enable us to show more information contained in other columns.



Right-Click in the Packet List Pane to View Available Options
Many of Wireshark’s windows and views support right-click functions. Right-click on any packet in the Packet
List pane to see what's available, as shown in Figure 17.

In this book, we use this right-click functionality to apply filters, colorize traffic, reassemble traffic (follow
streams), force Wireshark to dissect something in a different way, and more.
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Figure 17. Right-click on any packet in the Packet List pane to see the available functions. [http-google101.pcapng]

Use Packet Coloring to Your Advantage

Wireshark contains a set of default coloring rules to help you identify the traffic types and spot network
problems faster. You can easily change these coloring rules and create additional coloring rules to alert you to
unusual traffic. We will work with coloring rules in Identify Applied Coloring Rules.



Dig Deeper in the Packet Details Pane

When you click on a packet in the Packet List pane, Wireshark shows the details for that packet in the Packet
Details pane (the middle pane). The Packet Details pane shows the power of Wireshark’s dissectors.

As mentioned earlier, the Frame section is not part of a packet as it travels through a network — Wireshark
adds the Frame section for additional information about the frame, such as when the frame arrived, what
coloring rule is applied to the frame, the frame number, and frame length, as seen in Figure 18.

As you move through the Packet Details pane, click on the » indicators to expand sections of the frames.
Alternately you can use right-click to expand an entire frame (Expand All) or expand just one collapsed
section (Expand Subtrees).
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Figure 18. The Frame section includes metadata such as arrival timestamp, frame number, and dissectors applied to the frame.
[http-google101.pcapng]



Get Geeky in the Packet Bytes Pane

This is the “geek pane.” The Packet Bytes pane shows the contents of the frame in hex and ASCII formats, as
shown in Figure 19. If the frame doesn’t have any readable strings, the ASCII portion will look like a bunch of
junk. We may look at this pane when Wireshark sees “data” in a frame.

When you highlight a field in the Packet Details pane, Wireshark also highlights the location of that field and
the bytes contained in that field in the Packet Bytes pane. Wireshark also indicates the field directly under
your cursor when you hover over the bytes area.

If you don’t want to see the Packet Bytes pane, simply drag it to the bottom of the window. Drag your cursor
up from the bottom to bring it back.
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Figure 19. The Packet Bytes pane shows ASCII strings contained in the packet. [http-google101.pcapng]

Pay Attention to the Status Bar

The Status Bar consists of two buttons and three columns. These columns can be resized as necessary.
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Figure 20. The Status Bar content changes depending on what you click on in the Packet List pane, Packet Details pane, or Packet
Bytes pane. [http-google101.pcapng]



Find Problems with the Expert Information Button )

The first button is the Expert Information button. This button is colored to show you the highest level of
information contained in the Expert Information window. The Expert Information window can alert you to
numerous network concerns seen in the trace file as well as packet comments. We will work with the Expert
Information window in Use the Expert Information Button on the Status Bar.

Add Notes to a Trace File with the Annotation Button *
The second button is the trace file Annotation button. Click this button to add, edit, or view a trace file
comment. The trace file now has to be saved in .pcapng format to preserve the comment.

First Column: Get Field, Capture, or Trace File Information

The information shown in the first column (to the right of the Annotation button) changes depending on what
is highlighted in the panes above it or if you are running a live trace file. In Figure 20, we see a (plain English)
field name, the corresponding display filter field name, and the field length®. Click around inside the Packet
Details pane to see the contents of this first column change.

Second Column: Get Packet Counts (Total and Displayed)

When you open a saved trace file, the second column indicates the total number of packets in the file, the
number and percentage of packets currently displayed (in case we applied a display filter), the number and
percentage of marked packets (packets we marked as “of interest”), and the amount of time required to load
the trace file. During a live capture, this column displays the number of packets captured, displayed, and
marked.

In Figure 20, we can see that http-google101.pcapng contains 374 packets and we have applied a display filter.
Only 64 packets match the display filter.

Third Column: Determine the Current Profile
The third column indicates your current profile. Figure 20 indicates that we are working in a profile called
Wireshark101. Profiles are created so you can customize your Wireshark environment.

For more information on profiles, refer to Customize Wireshark for Different Tasks (Profiles).

TIP

There are two things you can do to improve efficiency using Wireshark.

First, try right-clicking on various packets, fields, and windows in Wireshark to determine if right-click functionality is available. Many
tasks are only available when you right-click. Other can just be performed faster using the right-click method.

Second, get to know Wireshark’s main toolbar and use that whenever possible.

Although Wireshark launches with the Start Page, once you leave the Start Page, you don't return to it unless you close a trace file or
restart Wireshark. Use the main toolbar and the right-click method to work with trace files instead of returning to the Start Page.

9  This will be an important feature when you create display filters later in this book.



(3 Lab 1: Use Packets to Build a Picture of a Network

When you are analyzing traffic, try to get a feel for the network layout from what you can learn in the packets.
Who is sending the packets? Who are the targets? What are their MAC and IP addresses? If multiple hosts talk
through a device, it is likely a router. Switches are transparent, but you must assume that clients go through
switches to reach a router.

In this lab you will examine the MAC and IP addresses to build a picture of a portion of a network. In
addition, you will look at the Protocol column to determine what applications are running on various hosts.
Red text (visible in ebook versions only!?) indicates that we just learned this information from the current
frame.

Launch Wireshark, click the File Open button | | on the main tool bar and double-click on general101.pcapng
to open this file.

Frame 1

Frame 1: 134 bytes on wire (1072 bits), 134 bytes captured (1072 bits) on interface @
Ethernet II, Src: Cadant 31:bb:cl (@@:01:5c:31:bb:cl), Dst: IPv6mcast @1 (33:33:00:00:00:01)
Internet Protocol Version 6, Src: fe8@::201:5cff:fe3l:bbcl, Dst: ff02::1

Examine the Packet List pane. Frame 1 uses IPv6. Look in the Ethernet and IP headers for this frame in the
Packet Details pane (shown below). This appears to be an IPv6 multicast (note the [Pv6mcast designation in the
destination Ethernet address field).

'
M hat we knOW. o MAC: 00:01:5¢:31:bb:cl

IP: fe80::201:5cff:fe31:bbcl

10 For those of you reading the paperback book version, you will need to open the trace file in Wireshark to see the colors.
Printing color books is still cost-prohibitive, so the paperback is in black and white. However, the ebook version is in
color.



Frame 2

Frame 2: 6@ bytes on wire (480 bits), 6@ bytes captured (480 bits) on interface @
Ethernet II, Src: Cadant_31:bb:cl (@@:81:5c:31:bb:cl), Dst: Broadcast (ff:ff:ff:ff:ff:ff)
Address Resolution Protocel (request)

Frame 2 is an ARP packet. Look inside the Ethernet header then inside the ARP portion of the packet. This
ARP request is sent to locate the MAC address of the Target IP Address.

MAC: 00:01:5c:31:bb:cl
What we know... 1P: fe80::201:5cff:fe31:bbcl

IP: 24.6.168.1

w

IP: 24.6.175.56

Frame 3
[Frame 3: 66 bytes on wire (528 bits), 66 bytes captured (528 bits) on interface @

Ethernet II, Src: HewlettP_a7:bf:a3 (d4:85:64:a7:bf:a3), Dst: Cadant_31:bb:cl (0@:01:5c:31:
Internet Protocol Version 4, Src: 24.6.173.220, Dst: 216.168.252.157

Frame 3 is a TCP handshake packet to the HTTP port. Again, look in the Ethernet header and IP header to
build your picture of the network. Since the target has not responded, we really can’t say the target is there.
We will mark it with a question mark until we see it talk on the network.

MAC: 00:01:5c:31:bb:cl
What we know... 1P: fe80::201:5cff:fe31:bbcl

IP: 24.6.168.1

@ MAC: d4:85:64:a7:bf:a3 0

IP: 24.6.175.56 IP: 24.6.173.220 IP: 216.168.252.157



Frame 4

Frame 4: 66 bytes on wire (528 bits), 66 bytes captured (528 bits) on
Ethernet II, Src: Cadant_31:bb:cl (@8:81:5c:31:bb:c1), Dst: HewlettP_a7:
Internet Protocol Version 4, Src: 216.168.252.157, Dst: 24.6.173.220
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Frame 4 is the reply to frame 3. We can now draw in the new HTTP server in our diagram. Look at the source
MAUC address in frame 4. It comes from the router, not the source server.

Remember that routers strip off the received MAC header and apply a new MAC header. The new MAC
header contains the address of the router’s interface on this network as the new source MAC address and the
address of the next hop destination device as the new destination MAC address. This is how a router forwards
a packet. On your local network, you may see traffic from many different IP addresses come from the MAC
address of the local router.

Frame 5 finishes the TCP 3-way handshake.

a MAC: 00:01:5c:31:bb:cl
What we know... 1P: fe80::201:5cff:fe31:bbcl

IP: 24.6.168.1

@ MAC: d4:85:64:a7:bf:a3 w

IP: 24.6.175.56 1P: 24.6.173.220 IP: 216.168.252.157



Frame 6

Ewn=ma S+ 15D hirkas Aam i,
riamE 5L Los DYTES on Wi

- 1
e (1 bits), 152 byt
Ethernet II, Src: HewlettP_a7

hi+sh A1EY bt

—~

21¢ as ¢
_a7:bf:a3 (d4:85:64:a7:bf
Internet Protocol Version 4, Src: 24.6.173.220, Dst: 255.255.255.255
User Datagram Protocol, Src Port: 17500, Dst Port: 17500

Frame 6 is a Dropbox LAN Sync Discovery Protocol (DB-LSB-DISC) packet from our client. This packet is sent
to the broadcast address.

MAC: 00:01:5c:31:bb:cl
What we know... 1P: fe80::201:5cff:fe31:bhcl

IP: 24.6.168.1

0 MAC: d4:85:64:a7:bf:a3 u

IP: 24.6.175.56 1P: 24.6.173.220 IP: 216.168.252.157

Frame 7

Frame 7: 66 bytes on wire (528 bits), 66 bytes captured (528 bits) on interface @
Ethernet II, Src: AsustekC_19:9e:19 (c8:60:00:19:9e:19), Dst: Cadant_31:bb:cl (@0:01:5c:31:
Internet Protocol Version 4, Src: 24.6.169.43, Dst: 199.59.150.9

Frame 7 is another TCP handshake packet, but we have a new source and destination. We can now draw in a
new source MAC and IP address and a new destination IP address. We must wait for the target to send a
packet before we say it is definitely there.

MAC: 00:01:5c:31:bb:c1
What we know... 1P: fe80::201:5cff:fe31:bhcl

IP: 24.6.168.1

IP: 199.59.150.9

0 MAC: dA:85:64:a7:bf:a3  MAC: €8:60:00:19:9e:19 L

IP: 24.6.175.56 1P: 24.6.173.220 1P: 24.6.169.43 IP: 216.168.252.157

Frame 8

Frame 8: 66 bytes on wire (528 bits), 66 bytes captured (528 bits) on interface @
Ethernet II, Src: Cadant 31:bb:cl (@@:01:5c:31:bb:cl), Dst: AsustekC 19:9e:19 (c8:60:00:19:9
Internet Protocol Version 4, Src: 199.59.150.9, Dst: 24.6.169.43

Frame 8 is the answer from the HTTP server (199.59.150.9). We now know that this server is talking on the
wire. Frame 9 is the final piece of the TCP handshake.



MAC: 00:01:5c:31:bb:cl
What we know... 1P: fe80::201:5cff:fe31:bbcl

IP: 24.6.168.1

Router

I1P: 199.59.150.9

0 MAC: d4:85:64:a7:bf:a3 MAC: ¢8:60:00:19:9e:19 u

IP: 24.6.175.56 I1P: 24.6.173.220 IP: 24.6.169.43 IP: 216.168.252.157

Frame 10
Frame 1@: 66 bytes on wire (528 bits), 66 bytes captured (528 bits) on interface @ i
Ethernet II, Src: AsustekC_19:9e:19 (c8:60:00:19:9e:19), Dst: Cadant_31:bb:cl (©0:01:5c:31:b
Internet Protocol Version 4, Src: 24.6.169.43, Dst: 107.21.109.41

Frame 10 indicates that the other local host is trying to connect to another server. This time the target is port
443, the HTTPS port.

MAC: 00:01:5c:31:bb:cl
What we know... 1P: fe80::201:5cff:fe31:bhcl

I1P: 24.6.168.1

“

1P: 107.21.109.41

Router

1P: 198.59.150.9

0 MAC: d4:85:64:a7:bf:a3 MAC: ¢8:60:00:19:9e:19 u

IP: 24.6.175.56 1P: 24.6.173.220 IP: 24.6.169.43 IP: 216.168.252.157

Frame 11

Frame 11: 66 bytes on wire (528 bits), 66 bytes captured (528 bits) on interface @
Ethernet II, Src: Cadant_31:bb:cl (©0:01:5c:31:bb:cl), Dst: AsustekC 19:9e:19 (c8:60:00:19:9
Internet Protocol Version 4, Src: 107.21,109.41, Dst: 24.6.169.43

Frame 11 is a response from the target. We can now assume the target is running. Frame 12 finishes the TCP
handshake and our drawing of the network we discovered just by looking at these first few packets in the
trace file.



MAC: 00:01:5c:31:bb:cl
What we know... 1P: fe80::201:5cff:fe31:bbcl

IP: 24.6.168.1

|
MAC: d4:85:64:a7:bf:a3 MAC: ¢8:60:00:19:9e:19

IP: 24.6.175.56 1P: 24.6.173.220 IP: 24.6.169.43 IP: 216.168.252.157

As you can see, lots of different conversations are occurring simultaneously. We can build a picture of the
network based on the packets we see. Building an image of a network based on traffic is a common task used
in analysis.



0.9. Analyze Typical Network Traffic

What is “typical network traffic?” That is a loaded question. Every network is different. They may support
different applications and have different network designs. There are, however, some common packets that
you'll see during most login procedures and web browsing sessions. There are also some basic TCP/IP
resolutions that take place and can usually be seen on the network.

Let’s just take a look at what you might see in a typical web browsing process and discuss the types of
background traffic that can be seen as well.

Analyze Web Browsing Traffic

Open http-google101.pcapng’’ and follow along as we look at the traffic generated when someone visits
www.google.com'2,

In a typical web browsing session, your trace file will probably include a DNS request to resolve a host name
to an IP address (referred to as an “A” record) [frame 1]. Hopefully a DNS reply will be sent back with at least
one IP address associated with that host name [frame 2].

If the client supports both IPv4 and IPv6, you'll see a request to find an IPv6 address (referred to as an
“AAAA” record) next [frame 3]. The DNS server will respond with either an IPv6 address or miscellaneous
information [frame 4].

M hitp-google10t.pcapng - O X
Eile Edit View Go Capture Analyze Statistics Telephony Wireless Tools Help

A= @ RERes=F iEEaqaH

y filter . <Ctrl-f> =3 | Expression,. +

(W] 2oply =

Mo Time Source Destination Protocol Length Info A

-+ 1 0.000000 24.6.173.2206 75.75.75.75 DNS 74 Standard query @xae@b A y
<|— 2 ©.013237 75.75.75.75 24.6.173.220 DNS 154 Standard query response ¢
3 0.013971 24.6.173.228 75.75.75.75 DNS 74 Standard query ©x4553 AAA
4 ©.027695 75.75.75.75 24.6.173.220 DNS 102 Standard query response ¢

e et T T e Y R e W

11 This trace file—and all the other trace files mentioned in this book —are available at www.wiresharkbook.com.

12 Your own web browsing traffic to www.google.com may be quite different. If you had recently accessed the site, your
browser will have parts of the Google web site in cache. You won’t see those elements being sent from the Google
server.



Next we see the TCP three-way handshake between the client and the web server [frames 5, 6, and 7] and then
the client’s request to GET the main page (“/”) [frame 8]. The server acknowledges receipt of the request
[frame 9] and sends the OK response [frame 10]'3. Now the server begins sending the main page to the client
[frame 11].

e BT A P R S e, S e s e e BN BT PN e i R e

5 ©.028699 24.6.173.220 74.125.224.80 TCP 66 35145 - 80 [SYN] Seq-@ Win-8

6 ©.04607174.125.224.8024.6.173.220 TCP 66 80 = 35145 [SYN, ACK] Seqg=0
7 ©.046258 24.6.173.220 74.125.224.80 TCP 54 35145 - 80 [ACK] Seq=1 Ack=1
8 ©.046998 24.6.173.220 74.125.224 .80 HTTP 342 GET / HTTP/1.1

9 ©.06570174.125.224.80 24.6.173.220 TCP 60 80 > 35145 [ACK] Seq=1 Ack=2
10 ©.120474 74.125.224.80 24.6.173.220 HTTP 1484 HTTP/1.1 208 0K (text/html)
11 ©.12267474.125.224.80 24.6.173.220 TCP 1484 80 > 35145 [ACK] Seq=1431 Ac

Periodically, the client requests another element of the www.google.com page [frame 36] from the same server.

- e P BB I Py R P BB T S U VN, o
" s e S S PG LSNP N S N T S

35 ©.15737124.6.173.220 74.125.224.80 TCP 54 35145 - 8@ [ACK] Seq=289 Ack
36 ©.21766024.6.173.220 74.125.224.80HTTP 602 GET /images/icons/product/ch
| 37 ©.21822624.6.173.220 74.125.224.80TCP 66 35146 = 80 [SYN] Seq=0 Win=8
| 38 ©.221884 24.6.173.228 74.125.224.88 TCP 66 35147 > B8 [SYN] Seq=0 Win=8
39 ©.23577674.125.224.8824.6.173.228 TCP 608 80 - 35145 [ACK] 5eq=29675 A
40 ©.23683074.125.224.8024.6.173.220 HTTP 1484 HTTP/1.1 200 0K (PNG)[Unrea
41 ©.23795974.125.224.8024.6.173.220 TCP 77980 - 35145 [PSH, ACK] Seq=31

L

In addition, when there is a link on www.google.com to another web site, the client will make a DNS query for
that next site (as in frames 231, 232, and 233, for example). These DNS queries are triggered when the
JavaScript menu bar is loaded. Click on a DNS request and the Related Packets Indicator identifies the DNS
responses.

[N M A P R bt N TN POAASS N e e e et TR
T 231 0.558709 24.6.173.220 75.75.75.75 DNS 75 Standard query Ox6fbd A plu

232 ©.558727 24.6.173.220 75.75.75.75 DNS 75 Standard query 9xa73@ A mag
| 233 0©.558808 24.6.173.220 75.75.75.75 DNS 75 standard query Oxe258 A pl:
l 234 0.560238 24.6.173.220 74.125.224.80 HTTP 590 GET /images/nav_logoll4.png
I 235 0.56125524.6.173.220 74.125.224.80 HTTP 952 GET /csi?v=3&s=webhp&actior
I 236 0.561458 24.6.173.220 74.125.224.80 HTTP 576 GET /favicon.ico HTTP/1.1
I 237 ©.563201 24.6.173.220 75.75.75.75 DNs 75 Standard query ©x75ab A ssl

<L 238 @©.570053 75.75.75.75 24.6.173.220 DNS 251 Standard query response Oxe

239 ©.570888 24.6.173.220 75.75.75.75 DNS 75 Standard query @xd366 AAAA
‘d

You can likely see the relationship between the DNS queries and the menu, shown below.

rm-w' ox = | = &
IBGoogle I =k | e |
‘ L 3 ¥ v .goog.le.com L "l' Google Pl & B- B -

Search Images Maps Play YouTube News Gmail Documents Calendar More -

i o Sy = - L

Continue to look through the trace file to get a feel for the traffic that crosses the network when someone
opens the main Google page.

Analyze Sample Background Traffic

You will surely see some “background traffic” on your network. Background traffic is generated when
automated processes run—no user interaction is required. Background traffic can be seen when Java looks for
updates, your virus detection tool looks for updates, Dropbox checks in, IPv6 tries to discover IPv6 routers,
and more.

Become familiar with your background traffic so you can recognize it when you are troubleshooting problems.
You don’t want to waste time troubleshooting a background process that has nothing to do with the problem
at hand.

13 If you see [TCP segment of a reassembled PDU] instead of OK in frame 10, don’t worry. By default, Wireshark
reassembles the OK response along with the data being sent to the client. You will work with this setting in Chapter 1.



Open mybackground101.pcapng to look at the background traffic seen from one of our lab machines. Here is a
breakdown of the background traffic on our lab host.

Starting at frame 1, we see traffic to/from 67.217.65.244 (use an IP address lookup site such as
DomainTools.com to check the address and you'll see this is Citrix) - sure enough, this lab host is
running GoToAssist, GoToMeeting, and GoToMyPC applets which are all owned by Citrix.

In frame 25, we see ICMPv6 Neighbor Notifications generated by the IPv6 stack, which is enabled on
the lab host (it is a Windows 7 host).

In frame 27, we see a Local Master Announcement. If we expand the Packet Details pane, we learn
that the lab host is called VID02.

Starting at frame 28, we can see some DNS queries for javadl-esd-secure.oracle.com. It looks like our host
is updating Java from an Akamai host (we expanded the Packet Details pane to look inside the DNS
response for that tidbit).

Frame 33 tells us that there is an IPv6 router on the network - we see ICMPv6 Router Advertisement
packets.

Frame 83 is a DHCP ACK broadcast onto the network - it indicates the domain is comcast.net - yup,
that’s the ISP serving the lab network.

Frame 95 is an SNMP get-request to 192. 168.1.105 - we don’t see an answer anywhere in the trace file.
This is an interesting one. It seems the lab host is configured to look for a network printer by that
address - but no such printer exists. (Guess we need to clean off that machine a bit, eh?).

Starting at frame 96, we learn that our lab host is also running Dropbox - we see some Dropbox LAN
Sync Discovery Protocol traffic in there.

Starting at frame 118, we learn the lab host also runs Memeo for backup - we see some HTTP traffic
going to www.memeo.info (frame 121 in the expanded HTTP part of the Packet Details) and
api.memeo.info (frame 134 in the expanded HTTP part of the Packet Details).

This is what a background traffic analysis session feels like —looking through the traffic to define what is
“normal.” Once we know what is normal, we can look past that to detect what is abnormal.

For example, frame 411 doesn’t match the regular traffic we expect to see in a background trace file.

In Figure 21, we see an incoming TCP connection attempt (SYN) which is not expected — this is a client, not a
server. In the Packet Details pane, we see the packet is sent to the Secure Shell port (22) —that’s a bit of a
concern. We also see that Wireshark indicates that something is wrong with the TCP header — there is an
unusual value in the Acknowledgment Number field.



M mybackgroundi0l.peapng =2 O *

File Edit View Go Capture Analyze Statistics Telephony Wireless Tools Help
imi® REQRes=FT oS =EQaamn

[ [ apply a display filter .. <Ctrl-

This packet does not match
our typical background traffic.

o, Time Source Destination
—v
>

Frame 411: 62 bytes on wire (496 bits), 62 bytes captured (496 bits) on int.. "
Ethernet II, Src: Cadant_31:bb:cl (©0:01:5c:31:bb:cl), Dst: HewlettP_a7:bf:..
Internet Protocol Version 4, Src: 183.63.31.122, Dst: 24.6.173.220
v Transmission Control Protocol, Src Port: 23888 (23888), Dst Port: 22 (22), ..
Source Port: 23888
Destination Port: 22
[Stream index: 58]
[TCP Segment Len: 8]
Sequence number: @ (relative sequence number)
v Acknowledgment number: 1941172629
v [Expert Info (Note/Protocol): The acknowledgment number field is nonzer..
[The acknowledgment number field is nonzero while the ACK flag is not ..
[Severity level: Note]
[Group: Protocol]
Header Length: 28 bytes
Flags: @x@02 (SYN) y

) 7 ExpertInfo {_wsexpert) || Packets: 514 - Displayed: 514 (100.0%) - Load time: 0:0.10 || Profile: Default

Figure 21. Finding the needle in the haystack isn’t difficult if you know the haystack well and can just move it aside.

[mybackground101.pcapng]
So who is this 183.63.31.122 host?

Doing a bit of research on the source IP address, we gather the following information:

inetnum: 183.0.0.0 - 183.63.255.255

netname: CHINANET-GD

descr: CHINANET Guangdong province network
descr: Data Communication Division

descr: China Telecom

country: CN

status: ALLOCATED PORTABLE

remarks: service provider

And, of course, this address popped up at the Internet Storm Center'* with over 293,000 reports of folks being

scanned on port 22 from this host.

Networks can be pretty noisy with various background processes running, but if you can spend some time
getting familiar with the “normal” ones, it shouldn’t take you long to find the real stinkers.

O TIP

In this book you will learn a lot about filtering. Once you learn what is “normal,” consider building a filter to remove this normal traffic

from view. What is left after filtering out the good traffic may be one or more shiny needles.

14 See isc.sans.edu/ipinfo.html?ip=183.63.31.122.



31 Lab 2: Capture and Classify Your Own Background Traffic

Take a moment and capture your own background traffic as we did in this section. When you complete your
capture, perform some research on the resulting trace file to see if you can characterize all the traffic to/from

your machine when you are not touching the keyboard.
Step 1: Close all applications except for Wireshark and any normal background applications that run on
your machine.

Step 2: Click the Capture Options “® button on the main toolbar.

Step 3:  Select the interface that indicates active traffic on its sparkline. If you don’t see any activity on the
sparkline(s), be patient or toggle out to the command prompt to ping another host or browse the
Internet to generate some traffic.

= ™
M Wireshark - Capture Interfaces e
Input Output Options
Interface = Traffic Link-layer Header Promiscuous  Snaplen (B) Buffer (MB) Capture Filter
> ganalArea Cor:mart\nn WA_ Ethernet enabled default 2
> Wireless Network Connection e Ethernet enabled default 2
> Wireless Network Connection 3 Ethernet enabled default 2
|
< m +
[¥] Enable promiscuous mode on all interfaces Manage Interfaces..
Capture filter for selected interfaces: | ‘E-' ter a capture filter .. '] ICodeE BPFS]
[ Start ] I Close | ‘ Help I
Step 4: Click Start. Let the capture run for at least five minutes (longer if you can wait).

Step 5: Click the Stop Capture button M on the main toolbar.

Spend some time going through the trace file to identify the applications that run in the
background on your machine. Focus on the Protocol column and the Info column.

If you don’t recognize the application, perform some research on the IP addresses that your system
communicates with. Most likely you will also see broadcast or multicast traffic from other hosts on

your network.



Step 6:  To save this file, click the Save button %1 on the main toolbar, navigate to the target directory, and
name your file backgroundl.pcapng.

Recognizing your own background traffic will help you remove this from consideration when looking for
unusual communications. Consider saving trace files of your “normal” traffic to refer to when
troubleshooting.



0.10.0pen Trace Files Captured with Other Tools

Although Wireshark is considered the de facto standard in packet capture and analysis tools, there are
numerous other tools available. It is important to know which tools can interoperate with Wireshark.

Some traffic capture tools save files in a different file format than Wireshark’s default .pcapng format.
Wireshark uses its Wiretap Library to convert these other file formats into a format that Wireshark can
display. For example, if you receive a trace file captured using Sun Snoop (with the .snoop file extension),
Wireshark uses the Wiretap Library to perform the input/output function - handing the frames up to
Wireshark for analysis.

Click the File Open button | ' on the main toolbar. Click on the arrow next to the Files of type section.
Wireshark lists all the file types recognized, as shown in Figure 22.

”~
All Captare Tiles
Wi

ireshark/tcpdump./.... - pcap. " pcap:” poap.gz;”.cap *.cap gz:".cmp;”.dmp.gz)
M \Wiresherk: Open Capture File  [VWireshankc/.. - peapng (" peapng ™ peapng gz.” ntar, " ntar.gz)
Metwork Monitor, Surveyor, NetScaler (*.cap;” cap.oz)

y . Info\ista BView capture (. 5vw;™ Suw.gz)
Look in: trace_filespeal Sniffer DOS) (*cap:” cap:gz: 2nc ™ enc ge.~ tre:~tre g7~ fdo:~ fde.az ~ syc " sye.

Cinco het¥Ray, Sriffer (Windows) (*cap;®cap.gz:” cez;” caz.gz)
Mame Endace ERF captue ("af;"ed.agz)
ﬁ - EveSDON USB S0/E1 ISDN trace format ("tre:” tro.az)
: 1@ app-aphimizel HP-UX 7ettl trace (tre0: " tre0.0z:" tre 1 tre 1 0z)
Quick access It app-aptirrize| Metwork Instruments Observer " bfr.” bir g7}
= . . |Colasofi Capsa (" cacpkt;” cscpht gz)
£@app-aptimize Novell LANalyzer {"tr11r1.g2)
L r"o app-hit-torre Tektrores K1 2o 32bit 5 fommat (a5, fi.gz)
a Sawvius “Peek (" pkt.” plt gz;"tpc:"tpc oz apc;” apc gz;” wpz;” wpZ.oz)
diiaalt u? app-gotame Cataput DCT2000 trace { out format) ("oul; " out .gz)

'@ app-iperf-deff MPEG files (" mpg;” mpg.gz;"mp3;"mp3.0z)

- ey + TamoSaft CommView {"ncf;*nzf.gz)
' '_? app-iperf-pa Symbian 05 btsnoop (*log;” log.gz)
Libraries @ app-iperf-ud] Transport-Neutral Encapsulation Format (" :nef.” tnef gz}
= i HMLAiles (including Gammu DCT3 traces) = xml;*ml gz)
L@ =‘° 4pp frEdID.pC 05 ¥ Packetlogger (" pklg:* pklg.gz)
— 1@ app-is-pwdxf| Daintree SMA (" dc’;" dcf gz}
; e s JPEGAJFIF files (*jpa.”jpg.gz "ipeg;” jpeg gz fif* ffif 3z}
This PC i app-five-chalin e e Format {*phe” phegzipfbx.-ipfx.?)
: < Aethra aps file (".aps;” aps.az)
@ MPEG2 transport stream (“mp&;"mp2t gz."ts."ts.02,"mpg;” mpagz)
= = bda beVeriWawe wwr Raw 802 11 Capture " vwr;" vwrgz)
Network CAM Inspector file ©.caming.” camins.gz) —— o
Files of type: Al Files l: ~ | ’ | Cancel

Hzlp

Read filter: Format:

Automatic il Sze:

MALC name resolution Packets:
[] Transport name resolution Frst Packet:
[C] Metwork name resolution Eapsed:

|| Use extemal network name resolver

Figure 22. Click the arrow next to Files of type to see all the file formats that Wireshark recognizes.

" TIP

If someone sends you a trace file and Wireshark doesn’t recognize the format, first just change the file extension to .pcap (the old
default trace file format) and try to open it in Wireshark. If that doesn’t work, ask them what #*$&@! tool they used to capture the traffic!
Wireshark understands so many formats. It is very unusual to receive a trace file in an unrecognized format.



(3 Lab 3: Open a Network Monitor .cap File

In this lab you will use Wireshark’s Wiretap Library to open a file captured with Microsoft’s Network
Monitor?.

Step 1: Click the File Open button | | on the main toolbar.

Step 2: Navigate to your trace file directory and click on http-winpcap101.cap. Wireshark looks inside the
trace file to identify what tool was used to capture the traffic, as shown below. Although this file
was captured with Microsoft’s Network Monitor (NetMon) v3.4, Wireshark marks it as NetMon v2
because that is the format that v3.4 saves in.

‘ Wireshark: Open Capture File *
Look in: | trace_files-peapng ~ | (<] il P g
* Name Date modified Type *
: L@ hitp-riverbed-two.pcapng 5/8/2012 3:14 PM Wiresh
Quickaccess  Fg i cFaate101 peapng 11/2/2012 923 A Wiresh
. 1@ https-justlaunchpage.pcapng /82012 313 PM Wiresh
%http—slow‘lm.pcapng 11/16/2012 931 PM  Wiresh
Desktop '® http-slowboat.pcapng 6/15/2012%:08 PM  Wiresh
[® http-slow-filexfer.pcapng 5/8/2012 3:11 PM Wiresh
L= & https-ssl3session.peapng 6/15/2012 %33 PM  Wiresh
Libraries ] http-thesearchenginelist.pcapng 5/8/2012 3:04 PM Wiresh
L r-'o http-winpcap.pcapng 5/8/2012 3:03 PM Wiresh
L@S ‘L@ http-winpcap107,cap 10/25/2012 8:49 PM  Wiresh
This PC @ http-wiresharkdownload.pcapng 6/15/2012%:25PM  Wiresh
ol 5
= File name: http-winpcap101.cap o | | Cpen I
Network
Files of type: All Files ~ Cancel
Read fitter: Format; Microsoft NetMon 2x
.Momaﬁc Size: 1659856 bytes
MAC name resolution Packats: 294
[ Transport niame resclution First Packet: 2012-10-25 21:46:46
] Network name resolution Elapsed:
[ Use extemal network name resolver
Step 3: Click Open. Once the file is open, select File | Save As and click the drop-down menu arrow next

to Files of Type. Select Wireshark - pcapng (*pcapng;*.pcapng.gz;*.ntar;*.ntar.gz) and name the
file http-winpcap101.pcapng.

Wireshark can recognize and open trace files created with most other industry tools. Once open, the fact that
this trace file was captured with Network Monitor is transparent to you.

15 Microsoft Network Monitor was replaced with Microsoft Message Analyzer, but Message Analyzer can still save trace
files in the native Network Monitor .cap format.



Chapter 0 Challenge

Open challenge101-0.pcapng and use the techniques covered in this chapter to answer these Challenge
questions. The answer key is located in Appendix A.

We will focus on what you can learn about communications based on the main Wireshark view.

Question 0-1.

Question 0-2.

Question 0-3.

Question 0-4.

Question 0-5.

Question 0-6.

Question 0-7.

How many packets are in this trace file?

What IP hosts are making a TCP connection in frames 1, 2, and 3?

What HTTP command is sent in frame 4?

What is the length of the largest frame in this trace file?

What protocols are seen in the Protocol column?

What responses are sent by the HTTP server?

Is there any IPv6 traffic in this trace file?



Chapter 0 Challenge Answers
Answer 0-1. The Status Bar indicates this trace file contains 20 frames.

P Lan VRGNS o Wy T

e T U i T T € e Vahde W i et NPV
aoio Tan 34 20 Fo A2 88 82 B £3 48 -2 38 21 50 32 132 A8
AR Al m~d a=m =l A DO 1A A AQ 2~ AQ AR QG AR QA @AY Di
L L=} il E WW YUY JUY A U o e WY UV UV U OW L [N N '
0020 20 00 9d a3 00 00 @2 ©4 ©5 b4 01 @3 23 82 ol 91 .....t
boio @4 &2 . >

ar

e, =

/-\ ? .H. o P P .1-—!—. P s ] Fata it I T T 5 £

T { rackets: 20 - Pariaye adl time: fi:0 =
RS

Answer 0-2. The Source and Destination columns indicate this TCP connection is between 192.168.1.108

and 50.19.229.205.
I P T
M chaiiengel01-0.pcapng i
*
File Edi#t \View Go Capture Anahee  Statichice Telephony  Wirelese  Taple  Heln £
Eile  Edit View Go Capture  Anahyze Statistics Telephony  Wireless  Tools  Help ~
& = — [ s - R R R =~ «F
A = ® WE QR E=2=2 6 dISI=QAQ i
[. | Apply a display filter ... <Ctrl-/=> '] Expression ...
Ma. Time Source Destination Protocol  Info
1 0.606006 |192.168.1.168 56.19.229.285 TCP 68139 + 8@ [SYN] Seq=8 Win=8192 Len=8 M
2 8.892419 |58.19.229,285 192.168.1.188 TCP 88 = BB139 [SYN, ACK] Seq=8 Ack=1 '.iin=5846\
3 0.88681082 §192.168.1.168 56.19.229.285 TCP 68139 + 88 [ACK] Seq=1 Ack=1 Win=65788@

4.8, 86 192.168.1.18 P racking/V3/, N

Answer 0-3.  Frame 4 is an HTTP GET request.

[ 4 0.001506 1384 192.168.1.108 50.19.229.205 HTTR GET P’racking/V3/Instream/Inpli

Answer 0-4.  Sorting on the Length column (or even just scrolling through the file and looking at the
Length column) indicates the largest frames are 1,428 bytes.

M challenge101-D.peapng

File Edit View Go Capture Analyze Statistics Telephony Wireless Tools Help {
Adm /i ® RE Qes==g2 5 =aQaH

(M] Apply a display filter ... <Ctrl/> -] Expression.. + GETIPOST CON
No. Time Le_|'1‘I Source Destination Protocol  Imfo

15 7.199956( 1428 192.168.1.108 58.19.229,205 HTTP GET /Tr
12 3.000831 1428 192.168.1.108 50.19.229.205 HTTP GET /T
£ ©.001506 1384 192.168.1.108 50.19.229.2085 HTTP GET /T
0.016843 1386 192.168.1.168 5 . 229,285 HTTP




Answer 0-5.

Answer 0-6.

Wireshark displays only HTTP and TCP in the Protocol column.

M challenge101-0.pcapng = O *
File Edit View Go Capture Analyze Statistics Telephony Wireless Tools Help
REB Res=FiE=Eaaan

ro<Chrl-f= - | '| Expression;. + GET|POST CONMECT HEAD

»

Mo, Time Length Destination Source Protocal | Info

6©.204299 607 192.168.1.108 50.19.22_ |[HTTP| HTTP/1.1 382 Found

8 ©.326624 607 192.168.1.108 50.19.22_ |[HTTP| HTTP/1.1 382 Found
9 @.60095€¢ 54 50.19.229.205 192.168.... |TCP

=] 5

13 3.776869 607 192.168.1.108 50.19.22.. |[HTTP | HTTP/1.1 382 Found

<~ 16 11.283.. 607 192.168.1.108 50.19.22_|HTTP| HTTP/1.1 382 Found

— 1©e.00086@ 66 50.19.229.205 192.168...|TCP 68139--80 [SYN] Seq=0 Win=8192 Len=@ M..
20.892419 66 192.168.1.188 5@.19.22_|TCP 86-+68139 [SYN, ACK] Seq=0 Ack=1 Win=5..
3©.092521 5458.19.229.265 192.168... |TCP 68139--80 [ACK] Seg=1 Ack=1 Win=65788@ ..
4 ©.094027 13.. 50.19.229.205 192.168... [HTTP | GET /Tracking/Vv3/Instream/Impression/..
5e.196174 54 192.163.1.1€8 5@.19.22.. |TCP 8660139 [ACK] Seqg=1 Ack=1331 Win=896..

7 ©.221142 13.. 50.19.229.205 192.163... |HTTP| GET /Tracking/v3/Instream/Impression/..

60139-80 [ACK] Seq=2657 Ack=1187 Win=..

12 3.675382 14.. 50.19.229.205 192.168... |[HTTP | GET /Tracking/Vv3/Instream/Impression/..

14 3.975053 54 50.19.229.205 192.168... [TCP | 60139-80 [ACK] Seq=4@31 Ack=1660 Win=..
<+ 15 11,175. 14.. 56.19.229.2@5 192.168... |HTTP | GET /Tracking/Vv3/Instream/Impression/..

17 11.478.. 54 508.19.229.205 192.163... |[TCP | 68139+80 [ACK] Seq=5485 Ack=2213 Win=..
18 7@.319.. 54 192.168.1.108 50.19.22_ |TCP | 8@+6@139 [FIN, ACK] Seq=2213 Ack=5405.
19 79.319.. 54 508.19.229.205 192.163... |[TCP | 68139+88 [ACK] Seq=5485 Ack=2214 Win=..

20 74.757... 50.19.229.265 192.168... 60139-80 [RST, ACK] Seq=54@5 Ack=2214.

O X challenge101-0 || Packets; 20 - Displayed: 20 {100.0%) - Load tivie: D:U.D:I Frofile: Wireshark 101

The HTTP server sends 302 Found responses (frames 6, 8, 10, 13, and 16).

6 6.204299 687 192.168.1.108 58.19.22. HTTP| HTTP/1.1 382 Found |

8 8.326624 667 192.168.1.168 50.19.22.. HTTP| HTTP/1.1 382 Found |

13 3.776869 607 192.168.1.108 58.19.22.. HTTP| HTTP/1.1 382 Found I

< 16 11.283.. 687 192.168.1.168 50.19.22. HTTP| HTTP/1.1 382 Found |

M challenge101-0.pcapng = O *
File Edit View Go Capture Analyze Statistics Telephony Wireless Tools Help

4m @ RBE Res=FTaC=Eaaan

(W ]2poly a display filter .. <Cirl-/= =J | Expresson:. + GET|POST CONNECT HEAD »
Mo, Time Length Destination Source Protocol  Info

— 1©e.00086€ 66 50.19.229.205 192.168... TCP 68139--80 [SYN] Seq=0 Win=8192 Len=@ M..
20.892419 66 192.168.1.188 5@.19.22.. TCP 86-+68139 [SYN, ACK] Seq=0 Ack=1 Win=5..
3e.€92521 5458.19.229.265 192.168... TCP 68139--80 [ACK] Seg=1 Ack=1 Win=65788@ ..
4 ©.094927 13.. 50.19.229.205 192.168... HTTP GET /Tracking/Vv3/Instream/Impression/..
5e.196174 54 192.163.1.1€8 5@.19.22.. TCP 8660139 [ACK] Seg=1 Ack=1331 Win=896..

7 ©.221142 13.. 50.19.229.205 192.168... HTTP GET /Tracking/v3/Instream/Impression/..

9 ©.6080950 54 50.19.229.205 192.163... TCP 68139+808 [ACK] Seq=2657 Ack=1107 Win=..

12 3.675382 14.. 50.19.229.205 192.168... HTTP GET /Tracking/Vv3/Instream/Impression/..

14 3.975053 54 50.19.229.205 192.168... TCP  60139-80 [ACK] Seq=4@31 Ack=166@ Win=..
<+ 15 11,175. 14.. 56.19.229.2@5 192.168... HTTP GET /Tracking/v3/Instream/Impression/..

17 11.478.. 54 508.19.229.205 192.1638... TCP 68139-80 [ACK] Seq=5485 Ack=2213 Win=..
18 7@.319.. 54 192.168.1.108 50.19.22. TCP 8@+60139 [FIN, ACK] Seq=2213 Ack=5405.
19 79.319.. 54 508.19.229.205 192.168... TCP 68139-80 [ACK] Seq=5485 Ack=2214 Win=..

20 74.757... 50.19.229.265 192.168... 60139-80 [RST, ACK] Seq=54@5 Ack=2214.

O X challenge101-0 || Packets; 20 - Displayed: 20 {100.0%) - Load tivie: D:U.D:I Frofile: Wireshark 101




Answer 0-7.

There are no IPv6 packets in this trace file—the Source and Destination columns only display

IPv4 addresses.
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Chapter 1 Skills: Customize
Wireshark Views and Settings

To me, analyzing networks is a bit like practicing a sport like skiing or golf. When you start, it's tough and a bit
frustrating, but practice and persistence will make you accomplish amazing things. Remember that becoming a
master is a matter of improving your skills, but also of getting the best from your tools. Don't get discouraged if
things seem a bit overwhelming at the beginning—you’ll improve fast and it's going to be a ton of fun!

Loris Degioanni
Creator of WinPcap, SteelCentral™ Packet Analyzer and SysDig



Quick Reference: Overview of wireshark.org

O 6 0 6 0O

News Get Acquainted Get Help Develop Qur Sponsor SharkFest
WIRESHARK ’ ’ ’

Download Learn Go Beyond

Get Started Now Knowledge is Power With Riverbed Technology

(1) News—General news and events

(2) Get Acquainted — About, Download area and Gerald Combs’ blog

(3) Get Help—Q&A Forum, FAQ, documentation, mailing lists, online tools, Wiki page, Bug Tracker
(4) Develop—Get Involved, Developers’ Guide, browse the code, latest development builds

(5)  Our Sponsor — Launches Riverbed site

(6)  SharkFest— All about the yearly Wireshark User and Developer conference

(7)  Download — Link to the download page (auto-detects your incoming OS)

(8) Learn—Link to training, documents, videos, and development information

(99 Go Beyond —Link to Riverbed, owner of the Wireshark trademark



1.1. Add Columns to the Packet List Pane

Wireshark contains a default set of columns that provide basic information. If you are focused on a particular
issue, however, adding columns can help you quickly detect behavior patterns.

There are two ways to add columns to the Packet List pane — the easy way and the hard way. You should
know both methods because sometimes columns can’t be created using the easier method.

Right-Click | Apply as Column (the “Easy Way”)
The Packet Details pane displays the fields and values contained in the frames. Open a trace file, such as http-

espn101.pcapng in the example that follows, and right-click on the Internet Protocol section in the Packet
Details pane. Select Expand Subtrees to see all the fields in the IP header.

To add any field as a column, right-click on the field and select Apply as Column, as shown in Figure 23. In
this example, we quickly created an IP Time to Live (TTL) column.

M hitp-espn10l.peapng - m} T
Eile Edit Wiew Go Capture Analyze Statistics Telephony Wireless Tools Help
A ®71® RE Res=2=EFILII =EQaqaaH

| A |A=JD:f a display filter .. <C

-3 ~| Expression,.. +

Time Source Destination Protocol length  Time tolive  Info

Mo,

:[ 1 @.000000 24.6.173.220 75.75.75.75 72 128 Standard quer
2
2

©.014749 75.75 59 Standard quer
128 Standard quer

Expand Subtrees Shift+Right

8.015870 24.6.! Expand All Ctrl+Right

4 8.029285 75.75 Eollppse Al 59 Standard quer ¥
v Internet Protocol Ve AsplyssColumn | , Dgft: 75.75.75.75 i
e1ee .... = Versio

Apply a5 Filter
. 81e1 = Header Prepare a Filter
v Differentiated Ser  ConversationfFilter
0000 P8.. = Diff: Colorize with Filter

Follow

s@, ECN: Not-ECT)
int: Default (@)

* v v v ¥

ssas 400 = Expl: on: Not ECN-Capable Transport..
Total Length: 58 Sopy -
s e . Export Packet B Ctrl+H
Identification: @x A 5
~ F lags : Bxe8 Wiki Protocol Page
0 = Resel Filter Field Reference
é. ol e D vy Protocol Preferences ¥
« s = DON
e = More Decode As..,
Goto ligked Packet
FragmentloffSEt. right-click |} packetin New Window
Time to live: 128
v
":.' 7 Timetolive {ip.tH), 1byte || Packets: 4900 - Displayed: 4800 {100.0%) - Load time: 0:0.175 || Profile: Default

Figure 23. Right-click on any field and select Apply as Column. [http-espn101.pcapng]

Edit | Preferences | Columns (the “Hard Way”)

If you don’t have a packet that contains the desired field for the right-click method, you'll need to use the hard
way to build columns. Select Edit | Preferences | Columns to see the existing columns, change the order of
the columns, and add columns.

Click the Add button ' ¥ to create a new column entry. On your new column row, double-click the Title area
and name the column Time to Live. Double-click the Type area and select Custom from the drop-down list. In
the Field Name area, type ip. ttl. Enter the Field Occurrence number of 0 to view all occurrences of a field.
Now click and drag your column above the Info column and Click OK when you are done.

It is much easier to just right-click on an IP TTL field and select Apply as Column.



M Wireshark . Preferences ? b4

v Appearance -
Layout Displayed Title Type Field Mame Field Occurrence
Calumns Mo, Murnber
Font and Colars Time Time (format as specified)
Capture Source Source address
Filter Expressions ] Destination Destination address
Mame Resolution ] Protocol Protocol
» Protocols Length Packet length (bytes)
» Statistics Time to Live | Custorn > | iptt (]
Advanced + Info 802 1QVLAN id ~
Absolute .. and time
Absolute ... and time
Absolute time
Circuit [D
Cisco Dst Portldx
Cisco Src Portldx
Cisco VSAN
Curulative Bytes
w W
< | !

[ ok || cancel || Hebp

Figure 24. You can add, edit, and rearrange columns in the Preferences window. We clicked and dragged the Time to Live column to
place it above the Info column.



Hide, Remove, Rearrange, Realign, and Edit Columns

You can use the Preferences window to perform functions on your columns, but this is not the fastest way to
work with columns. Simply right-click on a column heading in the Packet List pane to specify alighment, edit
the column title, temporarily hide (or display) a column, or even delete a column. Click and drag columns left
or right to reorder them.

For example, in Figure 25, we are working with http-espn101.pcapng. We right-clicked on our new Time to live
column to view the available column options. If we do not want to use this column again, we can select
Remove This Column.

]

in
i

Adding columns to the Packet List pane can save a lot of time when you're comparing traffic characteristics. Be careful of going
column-crazy, however. Wireshark will process all displayed and hidden columns when it opens a trace file or applies a display filter. If
you create and hide 30 different columns, Wireshark is going to be much slower than if you just remove and recreate the columns as
you need them.

M Wireshzrk = m} X
File: Edit View Go (Capture Analyze Stasistics Tefephony Wieless Tcols Help
dn @ RB Res=F8==aaan
(N ‘ADEEu a dsplay filker ... <Crlf> == | ~ | Exprezsion *
Tile WI Type | Source addess f Field Name ’—| Oceurrence ‘7| '.Cancel oK
Ne, Time Source Destination Protocol Length  Time mi right-click i i
1 ©.0e0000 24.6.173.220 75.75.75.75 DNS 72 i
L 2 ©.014749 75.75.75.75 24.6.173.220 DNS 88 2::;: E;"h‘f'
3 ©.915870 24.6.173.220 75.75.75.75 DNS 72
4 ©.029205 75.75.75.75 24.6.173.220 DNS 122 i e
5 ©.030245 24.6.173.220  199.181.132.250 TCP 66 L st ?
6 ©.061580 199.181.132.250 24.6.173.220 TCP 66 Resolve Mames
T ©.061706 24.6.173.220 1992.181.132.25€¢ TCP 54 v

No,

Time =

Frame 1: 72 hytes on wire (576 bhits), 72 hytes captured (576 t
Ethernet II, Src: HewlettP a7:bf:a3 (d4:85:64:a7:bf:a3), Dst:
Internet Protocol Version 4, Src: 24.6.173.22@, Dst: 75.75.75.
User Datagram Protocol, Src Port: 53184 (53184), Dst Port: 53
Domain Name System (query)

Source
Destination
Pretocol
Length

Time to live

RoR A R R R

Infa

Remove This Colurnn
VMWMWW

Figure 25. Right-click on a column heading to perform basic column functions. [http-espn101.pcapng]




Sort Column Contents

Columns make the analysis process faster, but there are two other great reasons to create columns: columns
can be sorted and column data can be exported.

Click on a column heading once to sort from low to high and click again to sort from high to low. If you have
added a column showing the delays between packets, you can sort this column to quickly find the largest
delays in the trace file. We will use this technique in Configure Time Columns to Spot Latency Problems.

For example, in Figure 26 we opened http-espn101.pcapng and clicked once on the Time to live column heading
to sort the column from low to high. Scrolling to the top of the trace file, we determined that the lowest TTL
value in the trace file is 44.

M Wireshark - O X

File Edit View Go Capture Analyze Statistics Telephony Wireless Tools Help

£m 2@ RERe=2=Fo 5 =QaQaH

(W] Apply = display fiter ... <Ctrl-/> e ~| Expression... | +

Title ’m‘ Type |Source address X Field Name ’—| Occurrence / Cancel | [oK

Na. Time: Source Destination Protocol t Time to live o |
2643 9.344861 107.22.175.32 24.6.173.220 TCP 44 S |I
2651 9.434245 107.22.175.32 24.6.173.220 TCP 44 p » 1
2652 9.435214 107.22.175.32 24.6.173.220 HTTP 44 TTP/1
4857 68.53@0e5 197.22.175.32 24.6.173.220 Tcp 44 p =1
1157 5.519380 138.108.7.20 24.6.173.220 TCP 45 P =
1179 5.60380@ 138.108.7.20 24.6.173.220 TCP 45 58 -+ 10
1181 5.605560 138.1688.7.20 24.6.173.220 HTTP 45

> Frame 2643: 66 bytes on wire (528 bits), 66 bytes captured (528 bits) on int..
Ethernet II, Src: Cadant_31:bb:cl (88:01:5c:31:bb:c1l), Dst: HewlettP_a7:bf:a.

Figure 26. We sorted the Time to live field to find the lowest TTL value in the trace file. [http-espn101.pcapng]

Export Column Data

Another great reason to add columns to the Packet List pane is to export those columns for analysis with
another tool. For example, if you added a Time to Live column, you can select File | Export Packet
Dissections and choose As CSV (comma-separated value) format. Choose to export only the Packet summary
line (including the column headings) and you'll end up with a CSV file containing your new column data.
You can now open this CSV file in a spreadsheet to manipulate the data further. You will get a chance to
practice exporting to CSV format in Lab 30 and Lab 41.



(O Lab 4: Add the HTTP Host Field as a Column

During a browsing session, an HTTP client sends requests for HTTP objects to one or more HTTP servers. In

each of the requests, the client specifies the name or the IP address of the target HTTP server. This can be very
revealing.

Note: All frames from 24.6.173.220 will appear with a black background and red foreground if Wireshark is set to
validate IP header checksums. You will ensure this feature is disabled in Lab 5.

Step 1: Click the File Open button | | on the main toolbar and open http-disney101.pcapng.

Step2:  First we will hide the Time to Live column (if you created one while following along with the
previous section of this book). Right-click the Time to Live column heading and uncheck that
column in the drop-down menu. If you want to see that column again later, simply right-click on
any column heading and click it in the column list to enable it.

Step 3: Scroll down in the Packet List pane and select frame 15.

Step 4: The Packet Details pane shows the contents of frame 15. Click the * in front of Hypertext Transfer
Protocol to expand this section of the frame.

Step 5: Right-click on the Host line (which contains www . disney.com\r\n) and select Apply as
Column. Your new Host column appears to the left of the Info column. You can click and drag the
right-hand edge of the column to widen or narrow the column.

Step 6: Click on the Host column heading twice to sort the column from high to low.

Step 7: Click the Go to Top button I to jump to the top of the sorted trace file. You can now easily see all
the hosts to which the client sent requests, as shown below.

M http-disney101,peapng — m} X
File Edit View Go Capture Analyze Statistics Telephony Wireless Tools Help

dm @ RE es=F i s=Eaaqaan
| 3 ‘ Apply a display filter ... <Ctrl-/> Ha— = B | Expression. .. +
MNo. Time Source Destination Protocol Lengn"( Host ‘} A

l 15 8.974846 24.6.173.220 199.181.132.249 HTTP 342 wWwWww.disney.com

5723 14.3804.. 24.6.173.220 68.71.216.36 HTTP 1791 weblogger@l.data.dis
5941 14.55@7.. 24.6.173.220 66.235.138.59 HTTP 1952 w88.go.com
5730 14.3815.. 24.6.173.220 66.235.138.59 HTTP 1579 w88.go.com




Step 8: LAB CLEAN-UP | Right-click on your new Host column heading and uncheck it from the column list.
If you want to view this column again, right-click any column heading and click on the column
name to enable it. Click once on the No. column to return to the original sort order.

Adding and sorting columns are two key tasks that can shorten your analysis time significantly. Why go
searching through thousands of packets when you can have Wireshark quickly gather and display the
information you need?



1.2. Dissect the Wireshark Dissectors

Packet dissection is one of the most powerful features of Wireshark. The dissection process converts streams of
bytes into understandable requests, replies, refusals, retransmissions, and more.

Frames are handed up from either the Capture Engine or Wiretap Library to the Core Engine. The Core Engine
is referred to as the “glue code that holds the other blocks together.” This is where the real work begins.
Wireshark understands the format used by thousands of protocols and applications. Wireshark calls on
various dissectors to break apart fields and display their meanings in readable format.

For example, consider a host on an Ethernet network that issues an HTTP GET request to a web site. This
packet will be handled by five dissectors.

The Frame Dissector

The Frame dissector (seen in Figure 27) examines and displays the trace file basic information, such as the
timestamp set on each of the frames. Then the Frame dissector hands the frame off to the Ethernet dissector.

v Frame 9: 346 bytes on wire (2768 bits), 346 bytes captured (2768 bits) on i.. *
Interface id: @ (\Device\NPF_{98657C67-2DE2-4C46-B5FE-5101D6F@227D})
Encapsulation type: Ethernet (1)

Arrival Time: Dec 17, 2015 14:19:25.392346000 Pacific Standard Time
[Time shift for this packet: ©.000000000 seconds]
Epoch Time: 1450390765.392346060 seconds
[Time delta from previous captured frame: ©.886199000 seconds]
[Time delta from previous displayed frame: ©.800199000 seconds]
[Time since reference or first frame: ©.446373000 seconds]
Frame Number: 9
Frame Length: 346 bytes (2768 bits)
Capture Length: 346 bytes (2768 bits)
[Frame is marked: False]
[Frame is ignored: False]
[Protocols in frame: eth:ethertype:ip:tcp:http]
[Coloring Rule Name: HTTP]
[Coloring Rule String: http || tcp.port == 80 || http2]
5 Py

. P Pammt LB -

Figure 27. The Frame dissector displays metadata (extra information) about the frame.
[http-chappellul01c.pcapng]

'TIP

Every once in a while a dissector bug surfaces. They typically appear as “exception occurred” in the Info column of the Packet List
pane. If you want to validate the bug, you can search for the protocol as a keyword on the Wireshark Bug Database at
bugs.wireshark.org/bugzilla/.



The Ethernet Dissector Takes Over

The Ethernet dissector decodes and displays the fields of the Ethernet II header and, based on the contents of
the Type field, hands the packet off to the next dissector. In Figure 28, the Type field value 0x0800 indicates
that an IPv4 header will follow. Notice that at this point, when we remove the Ethernet frame from the
dissection, we are using the term “packet.”

Frame 9: 346 bytes on wire (2768 bits), 346 bytes captured (2768 bits) on i.. ~
v Ethernet II, Src: GemtekTe cc:7d:da (20:1@:7a:cc:7d:da), Dst: HonHaiPr fa:0..
Destination: HonHaiPr_fa:@e:a5 (48:5a:b6:fa:B@e:a5)

e -Gemtelkls :7d:da (20:10:7a:cc:7d:da)

IPv4 (9x8308)

B heat_ \/ si
Figure 28. The Ethernet dissector looks at the Type field to determine the next required dissector. [http-chappellul01c.pcapng]

The IPv4 Dissector Takes Over

The IPv4 dissector decodes the fields of the IPv4 header and, based on the contents of the Protocol field, hands
the packet off to the next dissector. In Figure 29, the Protocol field value 6 indicates that TCP will follow.

Frame 9: 346 bytes on wire (2768 bits), 346 bytes captured (2768 bits) on i.. "
Ethernet II, Src: GemtekTe_cc:7d:da (20:18:7a:cc:7d:da), Dst: HonHaiPr_fa:@..
~ Internet Protocol Version 4, Src: 192.168.44.7, Dst: 198.66.239.146
©1e@ .... = Version: 4
. 9191 = Header Length: 20 bytes

Differentiated Services Field: 0x0@ (DSCP: CS@, ECN: Not-ECT)

Total Length: 332

Identification: ex@74f (1871)

Flags: ©x©2 (Don't Fragment)

Fragment offset: ©

Ti .
€ Protocol: TCP (6) )
HeF * Bx4fd8 [validation disabled]

Source: 192.168.44.7
Destination: 198.66.239.146
[Source GeolIP: Unknown]
[Destination GeoIP: Unknown]

Figure 29. The IPv4 dissector looks at the Protocol field to determine the next required dissector. [http-chappellul01c.pcapng]



The TCP Dissector Takes Over

The TCP dissector decodes the fields of the TCP header and, based on the contents of the Port fields, hands the
packet off to the next dissector. In Figure 30, the destination port value 80 indicates that HTTP will follow. We
will see how Wireshark handles traffic running over non-standard ports in the next section.

Frame §: 346 bytes on wire (2768 bits), 346 bytes captured (2768 bits) on i. *
Ethernet II, Src: GemtekTe_cc:7dida (20:18:7a:cc:7dida), Dst: HonHaiPr_fa:0..
» Internet Protocol Version 4, Src: 192.168.44.7, Dst: 198.66.239.146
v Transmission Control Protocol, Src Port: 24e12 (24e12), Dst Port: 80 (80©), ..
So Port:
Destination Port: 80

[stFe T

[TCP Segment Len: 292]

Sequence number: 1 (relative sequence number)

[Next sequence number: 293 (relative sequence number)]
Acknowledgment number: 1 (relative ack number)

Header Length: 2@ bytes

Flags: ©x@18 (PSH, ACK)

Window size value: 256

[Calculated window size: 65536]

[Window size scaling factor: 256]

Checksum: ©x1a4@ [validation disabled]

Urgent pointer: @

[SEQ/ACK analysis]

[Timestamps]

B ; s — g o e ——

Figure 30. The TCP dissector looks at the port fields to determine the next required dissector. [http-chappellu101c.pcapng]

The HTTP Dissector Takes Over

In this example, the HTTP dissector decodes the fields of the HTTP packet. There is no embedded protocol or
application inside the HTTP packet, so this is the last dissector applied to the frame, as shown in Figure 31.

Frame 9: 346 bytes on wire (2768 bits), 346 bytes captured (2768 bits) on in..
Ethernet II, Src: GemtekTe_cc:7d:da (20:10:7a:cc:7d:da), Dst: HonHaiPr_fa:0@e..
Internet Protocol Version 4, Src: 192.168.44.7, Dst: 198.66.239.146
Transmission Control Protocol, Src Port: 24612 (24012), Dst Port: 80 (80), S..
v Hypertext Transfer Protocol

GET / HTTR/1.1\r\n

Host: www.chappellu.com\r\n

User-Agent: Mozilla/5.8 (Windows NT 18.0; WOW64; rv:42.0) Gecko/20180161 Fi..

Accept: text/html,application/xhtml+xml,application/xml;q=0.9,%/*:q=0.8\r\n

Accept-Language: en-US,en;q=08.5\r\n

Accept-Encoding: gzip, deflate\r\n

Connection: keep-alive\r\n

\r\n

[Full reguest URI: http://www.chappellu.com/]

[HTTP request 1/7]

[Response in frame: 11]

[Next request in frame: 65]

P o oy NI e S -~ el s N e TN PN

Figure 31. The HTTP dissector does not see any indication that the packet should be handed off to another dissector. [http-
chappellul01c.pcapng]



1.3. Analyze Traffic that Uses Non-Standard Ports

Applications running over non-standard ports are always a concern to network analysts, whether the
application is intentionally designed to use those non-standard ports or it is attempting to evade identification
on a network.

Wireshark uses two basic methods to figure out what dissector to apply to traffic: the static method and
heuristic method. In the static method, Wireshark examines the preceding header to determine what logical
dissector should be used next. Heuristic dissectors guess at what the next dissector should be.

What Happens When Non-Standard Ports are Used

If an application is running over a non-standard port, Wireshark may apply the wrong dissector to the traffic
(using the static method), determine the proper dissector to use and apply it (using the heuristic method), or
not apply any dissector (if both methods fail to determine the proper dissector to use).

In Figure 32, we have an FTP communication running over port number 137. Wireshark sees port 137 in use,
but the traffic does not match NetBIOS Name Service traffic behavior.

In this case, Wireshark does not continue dissecting the traffic after the TCP dissector. The last dissector
applied to the packets is listed in the Protocol column: TCP.

Note: You may want to turn off the coloring = when working with this trace file. The packets were edited with a hex
editor and the Ethernet checksums were not recalculated. By default, Wireshark applies the Checksum Errors coloring
rule to the packets. You will disable Ethernet checksum validation in Lab 5.

M tcp-decodeaspeapng - (=] X
File Edit View Go Capture Analyze Statistics Telephony Wireless Tools Help

A= 8 RERess=FL5/=Eqqan

ha, . Time Source Destnation ngth ~ Info

©.000000 207.137.7.104 207.137.7.10%
©.000000 207.137.7.103 207.137.7.1¢¢
©.000800 207.137.7.104 207.137.7.163
e.e27eee 207.137.7.103 207.137.7.1@4
©.e33ee0 207.137.7.1e4 207.137.7.103
©.038600 207.137.7.103 207.137.7.164
©.040000 207.137.7.104 207.137.7.168
©.852ee0 207.137.7.103 207.137.7.104

56 1284 > 137 [SYN] Seq=0 |—
§6 137 - 1284 [SYN, ACK] S
da 1284 - 137 [ACK] Seg=1
6 137 = 1284 [PSH, ACK] S
o 1284 -+ 137 [PSH, ACK] S
b3 137 - 1284 [PSH, ACK] S
2 1284 - 137 [PSH, ACK] S
ACK] S

S br 1 B o

D 00 NN O B W N

Fo1 137 » 1284 [PSH,

Figure 32. If Wireshark cannot determine the proper dissector to apply for the application this trace file, it will stop dissecting
at TCP. Note that we have turned off coloring while working with this trace file.
[tcp-decodeas.pcapng]



How Heuristic Dissectors Work

When Wireshark cannot apply a dissector to data using the simple static method, Wireshark will hand the
data off to the first of many available heuristic dissectors, as illustrated in Figure 33. Each heuristic dissector
looks for recognizable patterns in the data to figure out what type of communication is contained in the
packet. If the heuristic dissector doesn’t recognize anything, it returns a failure indication to Wireshark.
Wireshark then hands the data off to the next heuristic dissector. Wireshark continues to hand the data off to
heuristic dissectors until (a) a heuristic dissector returns an indicator of success and decodes the traffic, or (b)
Wireshark runs out of heuristic dissectors to try.

No dissector for
port number

Continue through

Heuristic Heuristic heuristic dissectors
Dissector match? Dissector match? until end. If no match,
yes

define as “data”

Apply dissector Apply dissector
[end] [end]

Figure 33. Wireshark applies heuristic dissectors until it is successful or simply marks the undissected bytes as “data”.

Manually Force a Dissector on the Traffic

There are two reasons why you may want to manually force a dissector onto traffic: (1) if Wireshark applies
the wrong dissector because the non-standard port is already associated with a dissector, or (2) if Wireshark
doesn’t have a heuristic dissector for your traffic type.

To force a dissector on traffic, right-click on the undissected/incorrectly dissected packet in the Packet List
pane and select Decode As. In the Value column, select the port you would like to be forcibly dissected.
Finally, in the Current column select the desired dissector to be applied to the current trace file.

To remove your manually applied dissector settings, select Analyze | Decode As from the Main menu. Select
the manual dissector of interest and click the delete button = ..



Adjust Dissections with the Application Preference Settings (if possible)

If you know that certain traffic, such as HTTP traffic, runs over a non-standard port on your network, you can
add the port to the protocol’s preference settings. For example, perhaps you want Wireshark to dissect traffic
to or from port 81 as HTTP traffic. Select Edit | Preferences |- Protocols | HITTP and add 81 to the port list, as
shown in Figure 34.

M Wirzshark .« Preferences i ®

:iﬁgn—m A Hypertext Transter Protocol
H:'*JEAP Heassemble H1 ¥ headers sparming multple | CF segrents
HF_ERIA Heassemble H11F bodes spannng multiple | CF segments
HPFEEDS o . ; .
e Reassemrble chunked fransier-ocoded bodies Some dissectors
B Uincompress entity bodies allow you to add
ICEP TCP Ports [80,82, 3128, 3132, 5985, 8081, 6088, 11372, 1900, 2859 or change the
Icrap port setting
bt 88U/ Ports | 443 |
EEE 802154 Custom HTTP header felds Exit...
|EEE 802,14H T
iFCP
ILP

SIVNIY Y JWa o

- e o -

Figure 34. We added port 81 to the list of TCP ports that should be dissected as HTTP traffic.

Not all protocol preferences have configurable port values. If your protocol is not listed in the Protocols
section, or your protocol does not allow you to add or change the port setting, you will need to manually force
a dissector on the traffic as shown in Manually Force a Dissector on the Traffic.

"TIP
You can determine that Wireshark is unable to apply a dissector to some of your frames by selecting Statistics | Protocol Hierarchy

and looking for “data” under the TCP or UDP sections. You will work with the Protocol Hierarchy window in List Applications Seen on
the Network.



1.4. Change how Wireshark Displays Certain Traffic Types

Wireshark is a well-formed piece of clay. Nevertheless, it is in a default state when you install it. Customizing
Wireshark will make you and your analysis sessions more effective.

You learned how to add columns using the Preferences settings, but there is so much more you can do. Let’s
take a look at these key preference settings.

Define User Interface Settings

Select Edit | Preferences | Appearance to change many of the basic preferences for your interface here. You
will change two of the User Interface settings in Lab 5.

Adjust Capture Settings

Select Edit | Preferences | Capture to set a default interface and adjust other capture parameters.

e Capture packets in promiscuous mode: If an adapter is capturing in promiscuous mode, that adapter
is capturing and passing up packets that are addressed to any hardware address, not just the local
hardware address. This is an essential function in network analysis.

e Capture packets in pcapng format: The .pcapng format is a newer format for packet capture. Trace
files captured directly into .pcapng format include metadata about the capture interface and any
capture filter that may have been applied during the capture process.

e Update list of packets in real time: Rather than wait for you to stop a capture to view the packets, this
setting enables you to begin your analysis of the traffic as packets are being captured.

¢ Automatic scrolling in live capture: This feature scrolls the Packet List pane so the most recently
captured packets are always in view. On a busy network, you likely will not be able to do a live
analysis as thousands of packets scroll past you on the screen, but this is a nice feature on a quieter
network or when filtering is in place.

Typically, you will leave all these items with the default settings.

Define Filter Expression Buttons

You can select Edit | Preferences | Filter Expressions to save your favorite display filters as buttons to apply
them more quickly to your trace files. There is a faster way to create these buttons, however. We will cover the
process of making Filter Expression buttons in Turn Your Key Display Filters into Buttons.



Set Name Resolution Settings

Select Edit | Preferences | Name Resolution to view or change the way Wireshark deals with MAC address,
port, and IP address resolution.

Resolve MAC addresses: By default, Wireshark resolves the first three bytes of the MAC addresses
(the OUI) to friendly names using the manuf file in the Wireshark program file directory.

Resolve transport names: Transport names, such as “ftp” instead of port 21 are resolved using the
services file in the Wireshark program file directory.

Resolve network (IP) addresses: If you want Wireshark to resolve host names (for example, showing
www.wireshark.org instead of an IP address), enable Network Name Resolution. There are five extra
configuration options for resolving network addresses.

o Use captured DNS packet data for address resolution: If enabled, Wireshark examines all the
name resolution packets (such as DNS) in the trace file and uses that information to resolve
host names. This is an excellent method for resolving names without transmitting any queries
onto the network.

o Use an external network name resolver: If enabled, Wireshark will send DNS Pointer (PTR)
queries to obtain host names if they can’t be obtained from another source, such as the DNS
cache, a hosts file, or from DNS packets that are already in the trace, not sent by Wireshark.
This extra traffic will show up in your trace files and may create extra work for your DNS
server (see Maximum concurrent requests below).

o Enable concurrent DNS name resolution: This function speeds up the name resolution
process by allowing multiple DNS queries to be sent from Wireshark. This is only used if
external name resolution is enabled.

o Maximum concurrent requests: This number indicates how many concurrent queries can be
sent to the DNS server. Keeping this number low will reduce the load on your DNS server.

o Only use the profile “hosts” file: This is nice option to resolve names of internal hosts that
can’t be resolved using DNS information. You must create a simple text file called hosts that
lists IP addresses and names. You can locate the profile directory using Help | About
Wireshark | Folders. You will learn more about working with profiles in The Basics of Profiles
starting.

SNMP Resolution Options: There are several options to resolve SNMP (Simple Network
Management Protocol) information contained in trace files. Although Wireshark has some ability to
resolve the MIB (Management Information Base) and PIB (Policy Information Base) objects into
readable form, you can add additional PIB/MIB modules and paths if desired.

GeolP database directories: Wireshark can use GeolP database files to plot IP addresses on a map of
the world. You can obtain the Geo*.dat files from MaxMind (www.maxmind.com)®. You will get a
chance to enable/disable this feature and use this skill in Lab 32.

You can also set name resolution through View | Name Resolution, however this is only a temporary setting.
Settings changed in the Preferences window are retained with the current profile.

16 At the time this book was released, the full URL for obtaining the necessary Geo*.dat files was
httpy//dev.maxmind.com/geoip/legacy/geolite/. This may change, of course.



Set Protocol and Application Settings

Although you can select Edit | Preferences * Protocols to view all the protocols and applications that contain
editable settings, the right-click method is a faster way to define protocol settings. In Lab 5 you will use the
right-click method to view and change several protocol settings:

o Allow subdissector to reassemble TCP streams: This setting is enabled by default, but it can cause
problems when analyzing HTTP traffic. If an HTTP server answers a client request with a response
code (such as 200 OK) and it includes some of the requested data in the packet, Wireshark does not
display the response code in the Info column of that response packet. Instead, Wireshark displays
“[TCP Segment of a Reassembled PDU]” (Protocol Data Unit). In addition, the HTTP response time
measurement will measure from the request to the end of the file download rather than from the
request to the response. We would much rather see the response code on the correct packet.

Info

T(:F’reassennbly’enabled' [TCP segment of a reassembled PDU]

Info

TCP reassembly disabled: HTTP/1.1 2060 OK

You can disable the TCP reassembly preference setting until you want to export files that were
transferred in an HTTP communication (see View all HTTP Objects in the Trace File).

o Track number of bytes in flight: Data bytes that are sent across a TCP connection, but are not
acknowledged yet, are considered “bytes in flight.” We can configure Wireshark to show us how
much unacknowledged data is currently seen in a TCP communication. If the number seems to hit a
“ceiling,” some TCP setting may be limiting data flow capabilities. When you enable this setting, a
new section (shown below) is appended to the TCP header [SEQ/ACK analysis] section in the Packet
Details pane. This new field will not be displayed until after the TCP connection is established.

v [SEQ/ACK analysis]
[iRTT: ©.808574000 seconds]
Track number of bytes in flight enabled: [Bytes in flight: 1766]

e Calculate conversation timestamps: This TCP setting tracks time values within each separate TCP
conversation. This enables you to obtain timestamp values based on the first frame in a single TCP
conversation or the previous frame in a single TCP conversation. When this TCP setting is enabled, a
new section (shown below) is appended to the TCP header section in the Packet Details pane.

v [Timestamps]

[Time since first frame in this TCP stream: ©.010411000 seconds]
[Time since previous frame in this TCP stream: ©.009710000 seconds]

You will work with these settings in Lab 5 and examine their effect on the Wireshark Packet List pane and
Packet Details pane.



1 Lab 5: Set Key Wireshark Preferences (IMPORTANT LAB)"

Wireshark offers several key preference settings to enhance your analysis sessions. In this lab you will use Edit
| Preferences on the main menu and the right-click method to view and change the preference settings.

These are the settings we will work with in this lab:
¢ Display filters that Wireshark will remember
¢ Recently opened files that Wireshark will remember
e Ethernet, IP, UDP, and TCP checksum validations
e TCP Calculate conversation timestamps setting
o TCP Track number of bytes in flight setting

e TCP Allow subdissector to reassemble TCP streams setting

Note: Your Wireshark system should retain all of these settings through the rest of this book with the
exception of the TCP Allow subdissector to reassemble TCP streams setting, which you will work with during
various labs.

Step 1: Open http-pcaprnet101.pcapng.
Step 2: Select Edit | Preferences on the main menu.
Step 3: Change both the filter entries and recent files settings to 30.
These two settings allow you to quickly recall more of your recent filter settings and opened files.

Show up to

filter entries
recent files

Step 4: Click OK. This automatically applies and saves your settings in this Default profile and closes the
Preferences window. Next we will use the right-click method to check and change the Ethernet, IP,
UDP, and TCP settings.

We will begin by disabling the Ethernet checksum validation (which is enabled by default).

Next, we will ensure IP, UDP, and TCP checksum validations are disabled's. These three checksum
validations should already be disabled unless you updated Wireshark while retaining previous
settings.

17 The remaining labs in this book assume you have successfully completed this lab.

18 Most systems support checksum offloading. If Wireshark obtains a copy of an outbound frame before the checksum
values have been calculated, it will mark the checksums invalid. This is a false positive when capturing traffic directly
on a host that supports checksum offloading.



Step 5:

With frame 1 selected in the Packet List pane, right-click on the Ethernet II section of the Packet
Details pane and hover over the Protocol Preferences option on the drop-down menu. If this
setting is enabled (checked), click on the Validate the Ethernet checksum if possible setting to

disable it.
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Step 6: With frame 1 still selected in the Packet List pane, right-click on the Internet Protocol section of the
Packet Details pane and hover over the Protocol Preferences option on the drop-down menu. If
this setting is enabled (checked), click on the Validate the IPv4 checksum if possible setting to

disable it.
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Step 7: Again, in frame 1, right-click the User Datagram Protocol section of the Packet Details pane and
hover over the Protocol Preferences option from the drop-down menu. Uncheck Validate the
UDP checksum if possible setting if it is currently enabled.



Step 8: Select frame 5 in the Packet List pane. Right-click the Transmission Control Protocol section of the
Packet Details pane and, under Protocol Preferences, disable the Validate the TCP checksum if
possible setting if it is currently enabled.

Step9:  Since Wireshark closes the TCP protocol settings menu after you select an option, you must right-
click again on the Transmission Control Protocol section of the Packet Details pane to review or
change the following additional settings.

= Disabled: Allow subdissector to reassemble TCP streamns
= Enabled: Track number of bytes in flight
= Enabled: Calculate conversation timestamps
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Step 10:

Now let’s see how a few of these settings affect the packet displays. Click on frame 8 in http-
pecaprnet101.pcapng. Expand the Transmission Control Protocol line, the SEQ/ACK analysis, and
Timestamps section in the Packet Details pane.

We can see that Wireshark is not validating the TCP checksum and that 287 bytes of data have
been sent, but not acknowledged. In addition, we can see that this frame arrived about 20
milliseconds (0.020 seconds) after the first frame of the TCP conversation (also referred to as the
TCP stream) and 778 microseconds (0.000778 seconds) after the previous frame of this

TCP conversation.
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You can easily use the right-click method to change protocol preferences, such as tracking time in each TCP
conversation and the number of unacknowledged bytes in a conversation. There are many other application
and protocol preference settings that can be set in either the Preferences window or through the right-click

method.



1.5. Customize Wireshark for Different Tasks (Profiles)

There are certain customization characteristics that fit troubleshooting tasks while other customized settings
may fit network forensics tasks. Profiles enable you to define separate Wireshark configurations for these
different analysis processes.

The Basics of Profiles

Profiles are basically directories that contain Wireshark configuration and support files that are loaded by
Wireshark when you select to work in each profile. For example, you may create a profile focused on security
concerns. This “security profile” may contain filters to display all ICMP traffic or connection attempts
traveling in the direction of clients (as opposed to servers) and coloring rules that highlight suspicious traffic
that contains known signatures.

Create a New Profile

Right-click on the Profile column in the Status Bar and select New to create a new profile, name it
Troubleshooting, and press Enter. Click OK to begin working with your new profile. All the capture filter
settings, display filter settings, coloring rules, columns, and preference settings you set now will be saved in
that Troubleshooting profile.

Alternately you can select Edit | Configuration Profiles... and click the Add '*' button to create a new
profile.’®

The name of the profile you are working in is displayed in the right-hand column of the Status bar. In Figure
35, we are working in our Troubleshooting profile. Consider creating a different profile for security analysis,
WLAN analysis, or any other type of analysis functions you perform.
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Figure 35. The right column in the Status Bar indicates the profile in use.

TIP

Profiles are a collection of simple text files that define preference settings, capture filters, display filters, coloring rules, and more. If you
want to copy part or all of a profile to another Wireshark host, simply copy the profile directory (or the individual files in the profile’s
directory) to the other host.

19 You can create new profiles based on existing profiles by clicking the Copy '™ button in the Edit | Configuration
Profiles window or right-click on the Profile area on the Status Bar, select New, select an existing profile from the list,

and then click the Copy | | button. You will create a new profile based on the Default profile in Lab 6.



(1 Lab 6: Create a New Profile Based on the Default Profile

Profiles enable you to work with customized settings to be more efficient when analyzing traffic. In this lab
you will create a new profile called “wireshark101.” You will base it on your Default profile to ensure any
previously created settings will be copied over to your new profile.

Step 1: Right-click on the Profile column in the Status Bar and select Manage Profiles. (It does not matter
what profile is currently listed in the Profile column.)

Manage Frofiles..,

MNew...
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Deiete

I L - SWitch to 3
" i s

Step 2: Select Default from the list of available profiles and click the Copy button 2. Type the name
wireshark101 and click OK.

Wireshark now displays your new profile in the Status Bar.

p ,‘_f““mr—»—\

Jnumber) ] :!
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AE._D: 0.10 || Profile: wiresharkidi ]

In Lab 5 we worked with some key preference settings (such as Track number of bytes in flight and
Calculate conversation timestamps) in the Default profile. Since your new profile is based on the
Default profile, these preference settings are also set in your wireshark101 profile.

Wireshark remembers the last profile used when it is restarted. To change to another profile, click on the
Profile area of the Status Bar and select another profile.



1.6. Locate Key Wireshark Configuration Files

Wireshark configuration settings are stored in two places: the global configuration directory and the personal
configuration directories. Learning where Wireshark stores settings enables you to quickly alter settings or
share individual configurations with other people or other Wireshark systems.

The location of these directories may be different based on the operating system on which Wireshark is
installed and where you chose to place Wireshark during the installation process. Select Help | About
Wireshark | Folders to locate these directories on your system, as shown in Figure 36.

M About Wireshark ? X

Wireshark  Authors Folders Plugins Keyboard Shortcuts License

Hame Location Typical Files

“File” dialogs D:\race Files\Master Distributed!, capture files

Temp Cii\Users\LAURA ~1\AppDiatallocaliTemp untitled capture files

Personal configuration C:\Users\sura 000VAD.. t8\Roaming\Wireshark), oifiters, preferences, ethers, ..
Global configuration  d:\Program Files\Wireshark dififters, preferences, manuf, ..
System d:\Program Files\Wireshark athers, jpxnets

Program d:'\Program Files\Wireshark program files

Personal Plugins CilWserslaura D00Wp.. ing\Wireshark\plugins  dissector plugins

Global Plugins d:\Program FilesWireshark\plugine}2.0.1 dissector plugineg

Extcap path d:\Program Files\Wireshark\exteap Extrap Plugins search path

Select Help | About Wireshark | Folders
to locate the global and personal
configuration directories

Figure 36. Use Help | About Wireshark | Folders to find your configuration files.

Your Global Configuration Directory

The global configuration directory contains the default configuration for Wireshark. When you create a new
profile (without copying an existing profile), Wireshark pulls the basic settings from the files in the global
configuration directory.

The following lists some of the files that may be found in your configuration directories:

e cfilters contains the capture filters for a profile.
e colorfilters contains the coloring rules for a profile.
o dfilters contains the display filters for a profile.

e io_graphs contains the default settings for IO graphs. (We will examine 1O graphs in Graph Application
and Host Bandwidth Usage starting).

e preferences contains the settings defined when you select Edit | Preferences when those settings do not
have their own separate configuration file; this includes name resolution settings, Filter Expression
button settings, and protocol settings.

e recent contains miscellaneous settings such as column widths, zoom level, toolbar visibility, and the
recent directory used for loading trace files.



Your Personal Configuration (and profiles) Directory

When you make changes to the Default profile or create and customize other profiles, Wireshark stores those
changes in your personal configuration directories.

The configuration files for any customized settings made to the Default profile reside directly in your personal
configuration directory. When you build your first custom profile, Wireshark creates a profiles directory in
your personal configuration directory.

Inside that profiles directory, you will see one directory for each of your custom profiles. Figure 37 shows the
directory structure of a Wireshark system that has two custom profiles named troubleshooting, and
wireshark101.
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Figure 37. Custom profiles (and their configuration files) are stored under the profiles directory.

'TIP
Don't be afraid to edit the configuration files. They are just text files that can be altered in a text editor. Now that we've addressed that
issue, someday you may open up the colorfilters file in a text editor such as Notepad only to see a message that reads, “# DO NOT

EDIT THIS FILE! It was created by Wireshark” at the top of the file. Disregard that message—there is no reason to avoid editing this
file in a text editor. Manual changes will be visible when you reload the profile.



3 Lab 7: Import a DNS/HTTP Errors Profile

Once you've created that fabulous profile that detects various types of HTTP or DNS problems perhaps,
consider installing that profile on your other Wireshark systems. Since Wireshark bases profiles on text files,
this is a simple process.

Step 1:

Step 2:

Step 3:

Step 4:

Step 5:

Visit www.wiresharkbook.com and download the sample profile (httpdnsprofile101v2.zip). This
new profile’s directory and contents are zipped into a single file.

Select Help | About Wireshark | Folders. Double-click on your personal configuration folder to
examine the directory structure.

As mentioned earlier, Wireshark creates a profiles directory when you build your first custom
profile (as you did in Lab 6). If you do not see a profiles directory at this point, you can manually
create one or return to and complete Lab 6. Open the profiles directory.
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Extract the httpdnsprofilel01v2.zip file contents into this profiles directory. You should see a new
directory called HITP-DNS_Errors. Look inside this new directory to see the Wireshark
configuration files included in this profile.

Return to Wireshark and click on the Profile column on the Status Bar. You should see the new
profile listed. Click on the HTTP-DNS_Errors profile to examine this new profile.

dc 18 @6 ceee@aes T500enns Default
69 50 18 «+.Q..2. .0...1iP. HTTP-DNS._Errors

312034 ...... HT TP/1.1 4 mrr—
{Oa 43 6f @4 Not F ound..Co o
wireshark101

i
f;l - Displayed: 631 (100.0%:) - Load time: 0:0.13 Profile: wireshark101 h I




Step 6:  Open dns-nnapl01.pcapng while working in your HTTP-DNS_Errors profile. You should see some
interesting colors in the trace file and two new buttons in the display filter area.

M dns-nmap101.peapng — O hd

File Edit VWiew Go Capture Analyze Statisticc Telephony Wireless Tools Help

dmne DR cce=FaEaaan o
(W [ Apply a display filter ... <Ctrl /> =3 - Expression ai?ﬁ-rpamrs F—
Na. Time Source Destination Protocal Length Info E—

[ Bt || Packets: 24 - Displayed: 24 (100.0%) - Load time: 0:0.1

Step 7: LAB CLEAN-UP | Click the Profile column on the Status Bar and select your wireshark101 profile. You
will continue to enhance the wireshark101 profile in upcoming chapters of this book.

Frofile: HTTP-DNS_Errors

Remember that profiles are simply a collection of configuration text files. It is easy to move single elements of
a profile or entire profiles to other machines. If you work with a troubleshooting team, consider creating
common Wireshark profiles that the entire team can use.

oTp

Some configuration text files, such as the recent configuration file, contain directory paths. This may generate Wireshark startup errors
when you move these types of configuration files to another system that does not have the same directory paths in place. You could
either avoid moving these files to another system or edit the relevant configuration files to match the directory structure of the target
system.



1.7. Configure Time Columns to Spot Latency Problems

Latency is a measurement used to define time delay. As a host sends a request and waits for a reply, there is
always some latency. Excessive latency can be caused by problems along a path or at the endpoints.

The Time column and Info column can be used to detect three specific types of latency — path latency, client
latency, and server latency.

The Indications and Causes of Path Latency

Path latency is often referred to as round trip time (RTT) latency because we often measure how long it takes
for some packet to be transmitted and the response to be received. Using this measurement process, we can’t
tell if slow performance is in the outbound or the inbound direction. We just know it is slow somewhere along
the path between two devices.

Path latency can be caused by an infrastructure device, such as an enterprise router, that is prioritizing (quality
of service) traffic. If your low-priority traffic arrives at such a device when high-priority traffic is flowing
through, your lowly traffic may be queued for a bit while the mucky-mucks go flying through.

Path latency and packet loss can also be caused when there is a bandwidth bottleneck on a network. For
example, if you connect two heavily-loaded gigabit networks together with a 10 Mbps link, it’s like connecting
two fire hoses together with a garden hose?.

On Wireshark, we can see path latency by looking at the first two packets of a simple TCP three-way
handshake, as shown in Figure 38. Capture close to the client and watch the client send a SYN packet to the
server. How much time goes by before the SYN-ACK? We will look at a trace file that has high path latency in
this section.

x : SYN/ACK |
[t ¥

Figure 38. Identify path latency by looking at the round trip time (RTT) between the SYN and SYN/ACK of a TCP three-way
handshake.

20 Don’t laugh at this one —1I've seen this happen before. A slight misconfiguration among the IT team and an energetic
intern dragged this network to the ground. It began with big path delays and then deteriorated to monstrous packet
loss. I think the intern makes balloon animals at the mall for a living now.



The Indications and Causes of Client Latency

High client latency can be caused by users, applications or a lack of sufficient resources. There is the natural
“human-induced” latency (when you wait for a user to click on something on their screen), but there’s not
much we can do about that. We are looking for client latency problems caused by sluggish client applications.

Of the three latency problems mentioned (path, client and server latency), this is the one that is seen least
often. Most applications put the load on the server side of the communications. If, however, you happen to
have an application that balances the work load between the client and the server, then we have to consider
the client response times.

In Wireshark, client latency is indicated when we see a large delay before a packet from the client (ignoring
delays due to user interactions), as shown in Figure 39.
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Figure 39. Watch for delays before client requests, but don’t worry about delays while we wait for a user to enter something on their
keyboard.



The Indications and Causes of Server Latency

Server latency occurs when a server is slow replying to incoming requests. This could be caused by a lack of
processing power at the server, a faulty (or poorly written) application, the requirement to consult another
server to get the response information (multi-tiered or middleware architecture), or some other type of
interference delaying the server responses.

On Wireshark, we can identify server latency by watching a client request heading to the server, a quick
acknowledgment from the server, and then a significant wait time before the requested information is
received, as shown in Figure 40. Sadly, this is becoming more common on networks as servers are required to
support more applications without getting the required upgrades.
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Figure 40. Watch for delays between server ACKs and responses.
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Detect Latency Problems by Changing the Time Column Setting

The default Time column setting is Seconds Since Beginning of Capture. In essence, Wireshark marks the first
packet’s arrival as 0.000000000. The Time column value for each packet after the first one is based on how
much later it arrived during the capture process.

To spot high delta times (the time from the end of one packet to the end of the next packet), select View |
Time Display Format | Seconds Since Previous Displayed Packet. This setting will be retained with the
profile in which you are working.

After changing this setting, click the Time column twice to sort from high to low to look for large delays in the
trace file.



In Figure 41, we opened http-openoffice101b.pcapng, set the Time column to Seconds Since Previous Displayed
Packet, and sorted the Time column from high to low. The first packet that appears is a SYN/ ACK — the
second packet of the TCP handshake. This trace file was taken at the client and this is a perfect indication of
path latency.

In essence, this delay before the SYN/ACK packet indicates it took almost 4 of a second (.226388 seconds) to
get to the HTTP server and back. You might as well walk there!?!
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Figure 41. Sort the Time column after setting it to Seconds Since Previous Displayed Packet. [http-openoffice101b.pcapng]

This method is great when you have a single conversation in the trace file, but if you have numerous
UDP/TCP conversations, the Seconds Since Previous Displayed Packet setting can hide problems.

For example, consider what this column would display if you had five different conversations intertwined in
the trace file. The Time column is now measuring the delta time between each of the packets with no regard to
the fact that there are five different intertwined conversations. We would want to see delays inside the
separate conversations.

Detect Latency Problems with a New TCP Delta Column

In Lab 5, you ensured that the Calculate conversation timestamps TCP preference was enabled. In Lab 6, you
created your wireshark101 profile based on the Default profile so you should already have this setting in place.
Now we will look at how we can create a column based on that preference setting so we can obtain separate
delta time values for each TCP conversation.

To add a column for the TCP delta time value, expand a TCP header Timestamps section. Right-click on the
Time since previous frame in this TCP stream and select Apply as Column, as shown in Figure 42. You now
have a new column in the Packet List pane.

21 Ok, walking probably isn’'t an option —unless you are trying to distract yourself from the ridiculously long wait time
you will have trying to download a file from this HTTP server.
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Figure 42. Enable Calculate conversation timestamps and add a new column to spot delays inside individual TCP conversations.

[http-openoffice101b.pcapng]

This new column name is too long. To rename a column, right-click the column heading and select Edit
Column. Type the new column name in the Title field and click OK to save the new name. In Figure 43, we
named our new column TCP Delta.
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Figure 43. Right-click on a column heading and choose Edit Column to change the column name. [http-openoffice101b.pcapng]

Let’s examine the difference between the Time column value and this new TCP Delta column in a new trace
file.



In Figure 44, we opened http-pcaprnet101.pcapng, clicked on, and dragged the new TCP Delta column to the
right of the existing Time column. We sorted on the Time column from high to low to see the difference in

time values between the Time column and TCP Delta column.
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Figure 44. SYN packets show up as high latency in this trace file, but these are false positives [http-pcaprnet101.pcapng]

Before we sort on the TCP Delta column to find delays inside individual TCP conversations, let’s examine
why some delays can be considered normal.



Don’t Get Fooled - Some Delays are Normal

Some delays are not noticed by the end user (such as the loading of an .ico file, the icon on the browser tab).
Other delays are just considered “normal” and acceptable. Do not spend your time troubleshooting delays
before these types of packets.

e .icofile requests are eventually launched by the browser to put an icon on your browser tab.

e SYN packets are sent to establish a new connection with a TCP peer. You may begin capturing and
then ask a user to connect to a web server. There will be a delay before the first packet of the TCP
connection (the SYN packet).

e FIN or RST packets are sent to either implicitly or explicitly terminate a connection. Browsers send
these packets when you click on another tab or when there has been no recent activity to a site or
when the browsing session is configured to automatically close after a page has loaded. Users do not
notice these delays.

¢ GET requests can be generated when a user clicks on a link to request the next page. Other times,
some GET requests may be launched by background processes that have no priority whatsoever (such
as in the .ico file GET requests).

¢ DNS queries may be sent at various times during a web browsing session, such as when a page that
has numerous hyperlinks loads at the client.

e TLSv1 encrypted alerts are often seen just before a connection close process (TCP Resets). Although
encrypted, the alert is likely a TLS Close request.

In Figure 44, the largest delays precede SYN packets and FIN packets. Don’t spend time troubleshooting these
delays as they are likely caused by waiting for a user to request a file or the eventual timeout process of a
connection.

In Figure 45, we are still working in http-pcaprnet101.pcapng. Previously, we sorted based on the Time column.
Now, when we sort the TCP Delta column from high to low we notice the 18 second delay before the three
background graphics are requested. That common delay is typical of a background process. The FIN/ACK
packets are never a concern as they happen transparently in the background to time out a TCP connection.

The OK responses in frame 20 and 432?22, however, are a very real concern. This is high server latency. In this
trace file, there are delays of 1.898091 seconds and 1.780574 seconds that are worth looking into. We don’t
expect such large delays before the server sends the required web page element. The server is either
overloaded, it doesn’t hold the information locally, or perhaps the requested element is located in a database
that needs to be queried before responding.

In this situation, the latter is the case. When you load the pcapr.net web site and type in a protocol or
application name, that value is used to search a database for entries that match your query.

Also see Use Filters to Spot Communication Delays.

22 If packets 432 and 20 appear as [TCP segment of a reassembled PDU], you need to change your TCP preference settings
to disable Allow subdissector to reassemble TCP streams. Select Edit | Preferences » Protocols | TCP to set this.
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Figure 45. Sort your TCP Delta column from high to low when looking for delays in individual TCP conversations — do not get
distracted by “normal” delays (crossed out in the image above). [http-pcaprnet101.pcapng]
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When you approach a complaint that the network is slow, always look at the latency times to see if that is part of the problem. If an
application runs over TCP, we can detect path and server latency by looking for delays during the TCP handshake (path latency) and
the delay between an ACK from the server (acknowledging a request from a client) and the actual data that follows.



(1 Lab 8: Spot Path and Server Latency Problems

Let’s practice using these two columns to detect latency. In this lab you will set the Time column to Seconds
Since Previous Displayed Packet and add the TCP Delta column.

You may have some of these columns set already if you followed along with the previous section.

Step 1: Open http-slow101.pcapng.

Step 2: Right-click the Length column heading and unselect the Length column to hide it. This provides
more room for your new column.
Step 3: Select View | Time Display Format | Seconds Since Previous Displayed Packet. Click on your
Time column heading twice to sort from high to low.
Click the First Packet button ' on the main toolbar. We can see some very high delays in this
trace file.
M http-slow101.pcapng — [m} 73
Eile Edit Yiew Go Capture Analyze Statistics Telephony Wireless Tools Help
AE7® RE Re==F25=aQaa8aH
|-1|.a.mr-, a display filter ... <Ctrl-f> g | Expression., +
Mo, Time Source Destination Protocol  Info ~
354|118,195308 | 24.6.173.220  69.4,231,53 TCP 12609 + 80 [FIN, ACK] Seg=
219 29.006113 |69.4.231.53  24.6.173.220  HTTP HTTP/1.1 20@ OK (text/htm
16 |18.096205 |24.6.173.220 69.4,231,53 TCP 12607 - 8@ [FIN, ACK] Seq=(
23 |17.965049 |69.4.231.53  24.6,173.220  HTTP HTTP/1.1 200 OK (text/htm
10..|14.745399 |69.4.231.53  24.6.173.220 TCP 8@ - 12621 [FIN, ACK] Seg=
11..|14,381621 |24.6.173.220 69.4,231,53 TCP 12621 - 8@ [FIN, ACK] Seq=(
‘ 200 |13,189802 |24.6.173.220 69.4,231,53 HTTP GET /viewvec/trunk-1.6/epan,
| 206|10.916739 |24.5.173.220 69.4,231.53 TCP 12608 > 88 [FIN, ACK] Seq=i
| 352|9.771177 |24.6.173.220 69.4,231,53 HTTP GET /viewve/trunk-1.6/epan,
365|3.085901 |[69.4.231.53  24.6,173.220  HTTP HTTP/1.1 200 OK (text/htm
‘ 361|2.411608 |69.4.231.53  24.6.173.220  HTTP HTTP/1.1 200 OK (text/htm
| 202|1,115240 |69.4.231.53  24.6.173.220 TCP 80 - 12618 [FIN, ACK] Seg=
| 204|0.512248 |69.4.231,53  24.6.173,220 TCP 80 - 12608 [FIN, ACK] Seg=
227|@.126264 |69.4.231.53  24.6.173.220 TCP 8@ - 126@9 [ACK] Seq=14043
219|0,105283 |69.4.231.53  24.6,173.220 TCP 80 - 126@9 [ACK] Seq=5283 .
18 |@9.100442 |69.4.231.53  24.6.173.228 TCP 8@ -+ 12608 [SYN, ACK] Seq=l v
9= | Packets: 1101 - Displayed: 1101 {100.0%) * Load time: 0:0.38 || Frofie: wireshark101
Now let’s see what happens when we add and work with a column that depicts TCP conversation
timestamps.
Step 4: Click on the No. (Number) column heading to return the trace file to its default sort order. Scroll

up or click the Go to First Packet button on the main toolbar to go to frame 1.



Step 5:

Step 6:

Right-click the TCP header in the Packet Details pane of frame 1 and select Expand Subtrees.
Scroll down and right-click on the Time since previous frame in this TCP stream and select Apply
as Column. You now have a new column in the Packet List pane, as shown below.

M http-slow101.peapng = [m} #
File Edit View Go (Capture Analyze Statistics Telephony Wireless Tools Help

dEm® REQes=fF i EaqaaH
l‘ | Apply a display filter ... <Ctrl-/> = '] Expression +
Mo Time: Source Destination Protocol  Time since previous frame in this TCP stream Info ~
[— 1 0.000000 24.6.173.220 69.4.231.53 TCP 0.000000000 12592 -+

| 2 9.003434 24.6.,173.220 69.4.231.53 TCP ©.000000000 12591 -

I 3 9.000065 24.6.173.220 69.4.231.53 TCP 0.000000000 12595 =+

: 4 9.000035 24.6.,173.220 69.4.231.53 TCP 0.000000000 12598 -

I 5 9.000034 24.6,173.220 69.4.231.53 TCP 0.000000000 12594 -

| 6 ©9.000334 24.6.173.220 69.4.231.53 TCP 0.000000000 12607 -

I Vi 9.895042 69.4,231.53 24.6.173.220 TCP ©.095410000 88 -+ 12 v

[Calculated window size: 16322] o

[Window size scaling factor: -1 (unknown)]
» Checksum: @xf236 [validation disabled]
Urgent pointer: @

Time since first frame in this TCP stream: ©.000000000 secbnds

[Time since previous frame in this TCP stream: 0.000000000 seconds]

O 7 Tine delta from previous frame in this TCP stream (tcp.time_delta) || Packets: 1101 Displayed: 1101 (100.0%) - Load time: 0:0.38 || Profile: wireshark101

Right-click on the new column and select Edit Column. Type TCP Delta in the Title area and click
OK.

M http-slow101 peapng - O >
File Edit Miew Go Capture Analyze Statistics Telephony Wireless Tools Help
dm @ 152 aqam
1 cirl-/> = - ] Expression.. =+
> | Field Name b.nme_delta Oceurrence ‘D | I 0K I Caneel
Source Destination Protocol  Time since previous frame in this TCP stream  Inf A |
6.173 69.4.231.53 _ TCP 000060060 1

As we sort on the TCP Delta column, keep in mind the types of traffic that can contain “normal
delays” as listed in



Step 7:

Step 8:

Don’t Get Fooled — Some Delays are Normal.

Click on your new TCP Delta column heading and drag the column to the right of the existing
Time column. Click twice on your new TCP Delta column heading to sort from high to low. Since
there are multiple TCP conversations intertwined in this trace file, this TCP Delta column gives an
accurate display of latency times in the trace file.

M http-slow101.pcapng - ] X
File Edit View Go Capture Anslyze Statistics Telephony Wireless Tools Help

A= @ RE Rem=Ed s =a’an

(M Tapoly ter .. <Chrl-/> =3 -|Expression.. +
Nao. Time. TCP Delta : Source Destination Protocol  Info A

354 118,1953.. 118.1953@80.. 24.6.173.220 69.4.231.53 TCP "
210 29.006113 41.6408641000 69.4.231.53 24.6,173.22@ HTTP HTTP/1.1 200 OK (text/html)]
34 ©.006965 36.357656000 69.4,231.353 24,6,173.22@0 HTTP HTTP/1.1 200 OK (text/html]
16 18.096205 18.096205000 24.6.173.220 69.4.231.53 TCP 42667 B0 [FHNACKSeq=6
38 ©.e15479 18.852142000 69.4.231.53 24.6,173.22@ HTTP HTTP/1.1 200 OK (text/html]
23 17.965049 17.965849000 69.4.231.53 24.6,173.220 HTTP HTTP/1.1 200 OK (text/html]
} 204 ©.512248 14.907886000 69.4.231.53 24.6.173.220 TCP -Bo—12608—{FIN;—ACK—Seq=1t
| 202 1.115249 14.812617000 69.4.231.53 24.6.173.220 TCP 88— 132630 [FINACK] Seqa?é
16.. 14.745399 14.745399000 69.4.231.53 24.6.173.220 TCP -86——326231—|FENy—RAEK]-Sequid
11.. 14,381621 14,381621600 24.6.173.220 69.4.231.53 TCP 32623——B0—|FINT—ACK]Sequés
200 13,189802 13.743938000 24.6.173.220 69.4.231.53 HTTP GET /viewvc/trunk-1.6/epan/
207 ©.000126 11.429253000 24.6.173.220 69.4.231.53 TCP 42636—80—{FIN;—ACK]Seq=6:
206 10.916739 10.916739000 24.6.173.220 69.4.231.53 TCP 42608——80—|FIN;—AEK]-Sequéd
352 9.771177 9.7711770@@ 24.6.173.220 69.4.231.53 HTTP GET /viewvc/trunk-1.6/epan/c
365 3.085901 5.498980000 69.4.231.53 24,6,173.22@ HTTP HTTP/1.1 20@ OK (text/html]
| 361 2.411608 2.474089600 69.4.231.53 24.6,173.220 HTTP HTTP/1.1 200 OK (text/html] v

@ Packets: 1101 * Displayed: 1101 (100.0%) * Load time: 0:0.38|| Profile: wireshark101

Do you see anything in common with the top delays in the traffic? There are several very large
delays before the HTTP server said “OK.” You can probably imagine that the user would complain
about terrible performance when browsing to this web site.

LAB CLEAN-UP | Click once on the No. (Number) column heading to sort from low to high. This is the
original sorting order of trace files.

Right-click on the TCP Delta column heading and unselect that column from the list to hide it. If
you want to view this column again later, you can right-click on any column heading and select it
from the column list.

Look at the TCP delta times in your web browsing sessions, network logins, or email traffic. Get a feel for the
round trip latency times from your client to numerous hosts.



Chapter 1 Challenge

Open challenge101-1.pcapng and use the techniques covered in this chapter to answer these Challenge
questions. The answer key is located in Appendix A.

This trace file includes an HTTP communication running over a non-standard port. If you are using an earlier
version of Wireshark (Wireshark v1.x), you must force Wireshark to dissect this traffic as HTTP.

Question 1-1.  In which frame number does the client request the default web page (“/”)?

Question 1-2.  What response code does the server send in frame 14? (This will be in frame 17 if you have the
TCP reassembly feature enabled - see Lab 5.)

Question 1-3.  What is the largest TCP delta value seen in this trace file?

Question 1-4. How many SYN packets arrived after at least a 1 second delay?



Chapter 1 Challenge Answers

Answer 1-1.  If you are running an earlier version of Wireshark (Wireshark v1.x), you must add port 87 in
the HTTP preference setting (Edit | Preferences * Protocols | HTTP), as shown below. You
may need to click the Reload button on the main toolbar to apply your new setting to the

trace file.

M Wireshark . Preferences

HDFSDATA ~ Hvpertext Transfer Protocol
:ﬁ;ﬁp Reazsemble HTTP headers spanning multiple TCP segments
HP_ERM Reassemble HTTP bodies spanning multiple TCP segments
HPFEEDS Reassemble chunked transfer-coded bodies
:_E:TTP Uncompress entity bodies
ICEP TCP r@ |8?,EJJ_%,3132,593 5,8080,3088, 11371, 1300, 2865
:EESZ&.n SSLTLS Ports | 443 |
IEEE 802.15.4 Custom HTTP header fields Edit...
IEEE 202.14H
IFCP

_.,W

Frame 13 is the GET request for the default page.

M challenge101-1.pcapng — O X

File Edit View Go Capture Analyze Statistics Telephony Wireless Tools Help

dm 0 IRRB es=TIEEaaan

l. |.ﬁ\ppl'-.r a display filter ... <Cirl-/> '_| Expression.. <+

Mo, Time Length  Source Destination Protocol  Info ’:
13 ©.001319 312 24.6.169.43 24.6.173.220 FEGET HTTP/1.1

14 ©.030997 360 24.6.173.220 24.6.169.43 HTTP HTTP/1.1 200 OK |
15 0.00851@ 2507 24.6.173.220 24.6.169.43 TCP 87 - 63288 [PSH, ACK] Seq=3€
16 ©.008756 60 24.6.169.43 24.6.173.220 TCP 63288 » 87 [ACK] Seq=259 Ack

Answer 1-2.  In frame 14, the server responds with 200 OK. This will appear in Frame 17 if you have the

TCP reassembly feature enabled (see Lab 5).

M challengel01-1.pcapng - O *
File Edit View Go Capture Analyze Statistics Telephony Wireless Tools Help

im0 BRB es=FTEEQaan

l* | Apply a display filter ... <Cirl-/> '_| Expression:. +

No, Time Length  Source Destination Protocol  Info

13 @.6@1319 312 24.6.169.43 24.6.173.228 HTTP
14 ©.830997 360 24.6.173.220 24.6.169.43 p
15 0.000510 2507 24.6.173.220 24,6.169.43 TCP , ACK] Seq=3
16 0.008756 60 24,.6.169.43 24,6.173.220 TC 63288 + B7 [ACK] Seq=259 Ac




Answer 1-3.

In order to view the TCP delta time, we must enable the Calculate conversation timestamps TCP
preference (Edit | Preferences > Protocols | TCP). Then we can right-click on the new “Time
since previous frame in this TCP stream” line at the end of the TCP header, select Apply as
Column, and click twice on the new column’s heading to sort from high to low. Frame 285
contains the largest TCP delta time, 15.438012000 seconds.

M challenge101-1.pcapng - O x
File Edit View Go Capture Analyze Statistics Telephony Wireless Tools Help

P RERex=FTLE=Eaaan

|ﬁ | Apply a display filter ... <Cirl-/=» bt | Expression.. +

Mo, Time

279

Length - urce Destination Protocol  Info
285 0.285165 416_" 15.438012000 a 6.169.43 24.6.173.220 HTTP GET /js/images/|
286 ©.001657 414 15.40 000 24.6.169.43 24.6.173.220 HTTP GET /js/images/
287 ©.000002 418 15.29607900@ 24.6.169.43 24.6.173.220 HTTP GET /js/images/
2.688634 i

15.139514600 24,.6.169.43 6,173,220 HTTP

Answer 1-4. Based on the TCP Delta column sorted in Question 1-3, we can look in the Info column and
TCP Delta column to see how many SYN packets have a value greater than 1 second. Four
SYN packets arrived after at least a 1 second delay (frames 3, 6, 2, and 5 in that order). This is
a sign that there are problems connecting to a TCP peer.
These four SYN packets are denoted as TCP retransmissions, as well.
M challenge101-1.peapng B ] >
File Edit View Go Capture Analyze Statistics Telephony Wireless Tools  Help
du® RE Re=f 5= QQaQH
[W]apply a display fiter .. <Ctrl-/> 0 - Expression..  +
Na, TCP Delta Source Destination Protocol Info e

259 B.7I63RIP0R 24.56.169.4% 24,6178~ HTTE
289 3.639463000

215 ©.373458000

GET /images/nav-bg-

1




Chapter 2 Skills: Determine the
Best Capture Method and
Apply Capture Filters

Approach networking protocols like you would human conversations. Think of how people talk to each other,
how they act when they want something, how they show gratitude when they get it. Look for those types of
themes in the packets and network traffic will become easier to understand and communication nuances will be
easier to remember. The time investment is worth it. When you understand packets, you understand everything
in networking.

Betty DuBois
Chief Detective of Network Detectives and Wireshark University Certified Instructor



Quick Reference: Capture Options

M Wireshark - Capture Interfaces ? *
Output Options
Interface Traffic Link-layer Header Promiscuous Smaplen (B) Buffer (MB) Monitor Mode Capture Filter
Ethernet Ethernet enabled default 7, n/a
Local Area...nection® 2 Ethernet o) enabled default 2 n/a
v Wi-Fi Ethernet enabled default Z nfa

Addresses: feB0::2cea:3641:42d8:3b16, 192.168.44.7

Enable promiscuous mode on all interfaces e-ll\"lanage Interfaces...

Capture Filter for selected Interfaces: | | Enter a capture filter ... 9} o ] Compile BPFs

Input Options

Capture to & permanent file

Leawve blamk to use a temporary file 0) | I Browse ...

Qutput format: @) pcapng () peap

File:

[ create a new file automatically after...-
1 + | [kilobytes

1 + | |seconds

[ Use a ring buffer with files

Input Cutput
Display Options @J— Name Resolution @J—

Update list of packets in real-time Resolve MAC Addresses

Automatically scroll during live capture [ resalve network names

Show extra capture information dialog [] resolve transport names

Stop capture automatically after...

O e

O fes
1 +  kilobytes
O seconds ¥
(1) Interface List—Select one or more interfaces (multi-adapter capture)
(2) Capture Filter —Displays applied capture filter
(3) Manage Interfaces — Click here to add new local/remote interfaces
(4) Capture to Permanent File(s) —Save to multiple files, define when the next file should be

created, and set a ring buffer

(5) Display Options —Set auto-scroll and view packets while capturing

(6) Name Resolution—Enable/disable name resolution for MAC addresses, IP addresses, and ports
(transport names)

(7)  Stop Capture —Set an auto-stop condition based on number of packets, number of files created,
quantity of data captured, or elapsed time

a1



2.1. Identify the Best Capture Location to Troubleshoot Slow
Browsing or File Downloads

The first step in analyzing network performance problems is to capture traffic in the right spot. Place
Wireshark in the wrong spot and you may spend too much time dealing with unrelated traffic or following
“false positives.”

The Ideal Starting Point

Begin by capturing traffic at or near the host that is experiencing a performance problem, as depicted in Figure
46. This allows you to see traffic from that host’s perspective. You can detect the round trip latency times,
packet loss, error responses, and other problems that the host is experiencing. If a user complains about slow
email downloads, you want to see the performance problems from their perspective. If you capture
somewhere in the middle of the network, your packet capture tool may be upstream from the point where
performance issues are injected into the communications.

Start capturing as close as
possible to the
complaining/suspect host

Figure 46. You can see the concerns from this host’s perspective when you start capturing as close to this host as possible.

Move if Necessary

After getting a general idea of what is happening from the complaining host’s perspective, you may have to
move your packet capture tool to another location to get a different perspective. For example, if packet loss
seems to be the cause of poor performance, you'll want to move Wireshark (or set up a second Wireshark
system) on the other side of the switches or routers to determine where the packets are being dumped. Most
packet loss occurs at interconnecting devices, so that’s where you would focus.

" TIP

Start capturing at the client system to get that client’s perspective. Watch for high round trip times to a target, indications of packet loss,
problems with buffer sizes (zero window condition—as discussed in Receive Buffer Congestion Indications), and suspicious or
unnecessary background traffic. Many times you won't have to go any further than the client's perspective.



2.2. Capture Traffic on Your Ethernet Network

There are lots of ways to capture traffic on your Ethernet network. Knowing your options will help ensure you
use the most efficient method to capture traffic. You have three options for capturing close to the complaining
host. Options 1 through 3 are displayed in Figure 47.

d
v

Target Target

&
i
°Y

Figure 47. You have three basic options for capturing traffic on an Ethernet network.

Option 1: Capture directly on the complaining host
This may be a great option if you are allowed to install packet capture software on that host. You don’t have to
install Wireshark. Consider using a simple packet capture utility such as tcpdump.

Option 2: Span the host’s switch port

If the switch above the user supports port spanning and you have rights to configure that switch, consider
setting up that switch to copy all traffic to or from the user’s switch port down your Wireshark port. One
concern to note, however, is that switches will not forward link-layer error packets so you may not see all the
traffic related to poor performance.

Option 3: Set up a Test Access Port (TAP)

Taps? are full-duplex devices that are installed in the path between the host of interest and the switch. By
default, taps forward all network traffic, including link-layer errors. Although taps can be expensive, they can
be a life-saver if you want to listen to all traffic to or from a host.

“TIP

Prepare and practice your capture process well in advance. You don’t want to run around looking for the switch port spanning
configuration information while people are screaming about network problems. If you are going to use a tap to listen to traffic to/from a
server, consider keeping the tap in place, always ready when you need it.

2 The term “tap” is used as a general term for the acronym TAP.



2.3. Capture Traffic on Your Wireless Network

Wireshark can help you understand how wireless networks (WLANs) work and also help you find the cause
of lousy performance on your home or work network. You have a few options for capturing on the WLAN
side. First, determine what your native WLAN adapter can see while running Wireshark.

What can Your Native WLAN Adapter See?

Click the Close File button % to return to the Start Page. Examine the sparklines to determine if your wireless
adapter is listed and if it sees traffic through Wireshark. If the sparkline is flat, but you know there is WLAN
traffic, your native adapter probably isn’t going to work with Wireshark.

If you do see some activity on your native adapter’s sparkline, double-click that adapter to begin a capture. If
your adapter can see WLAN beacons as well as data packets and you see 802.11 headers, your adapter might
work as a packet capture interface. However, if the adapter does not add metadata, such as the signal strength
at the time of capture, you are missing out on some important data required for analysis?*.

Two other options exist for WLAN capture on a Windows host: the AirPcap adapter and the Npcap driver.

Use an AirPcap Adapter for Full WLAN Visibility

AirPcap adapters are specifically designed to capture all types of WLAN traffic, apply WLAN decryption keys
(if supplied), and add metadata about the captured frames.

AirPcap adapters can capture 802.11 control, management, and data frames. In addition, these adapters run in
monitor mode (also referred to as RF monitor or RFMON mode), which enables the adapter to capture all
traffic without having to associate with a specific Access Point. This means the AirPcap adapter can capture
traffic on any 802.11 network, not just the one to which the local host typically associates itself.

AirPcap adapters can be configured to affix either a PPI (Per-Packet Information) or RadioTap header to each
WLAN frame. These headers contain some great information, such as the frequency on which the frame
arrived, the signal strength and noise level at the moment and location of capture, and more. Figure 48 depicts
a trace file (wlan-ipadstartstop101.pcapng) captured with an AirPcap adapter. The Packet Details pane displays
the additional information contained in the RadioTap header.

If you need to capture WLAN traffic, the AirPcap adapters are an excellent option. For more information on
AirPcap adapters, visit www.riverbed.com.

24 The signal strength information is not contained in a field of the 802.11 header, so this information must be added by
the adapter or a special driver.



4 wlan-ipadstartstop107,pcapng — O =

File. Edit View Go Capture Analyze Statistics Telephony Wireless Tools Help The AirPcap adapter can see
dm - ® BB Qe=s=F i =Eaqaaqaan 802.11 control, management,
and data frames

M | Apply a display filter ... <Cirl-f>
|1"nnla display filt Cirl \

No. Time: Source Destination Protocol Info -

1 ©.000000 Apple_47:33:97 Broadcast 802.11 Probe Request, SN=1991, FN=8, Flags

2 ©.003513 Cisco-Li d9:94:c2 Apple 47:33:97 802.11 Probe Response, SN=216@, FN=@, Flag v
>

Frame 1: 145 bytes on wire (1160 bits), 145 bytes captured (1160 bits) on interface @
v Radiotap Header v@, Length 28

Head ision: @

eader re;fnon a Radiotap or PPl header
Header pad: @ which includes metadata
Header length: 28 about 802.11 frames

Present flags
MAC timestamp: 169685850
Flags: @x1e
Data Rate: 1.0 Mb/s
Channel frequency: 2437 [BG 6]
Channel flags: ©x0@a@, Complementary Code Keying (CCK), 2 GHz spectrum
SSI Signal: -59 dBm
SSI Noise: -97 dBm
Signal Quality: 94
Antenna: @
SSI Signal: 38 dB
862.11 radio information
IEEE 802.11 Probe Request, Flags: ........C
IEEE 862.11 wireless LAN management frame

The AirPcap adapter can add

(O F  IEeE 80211 Radiotap Capture header (radiotap); 28 bytes || Packets: 66 * Displayed: 66 (100.0%) * Load time: 0:0.25 || Profile: wireshark101

Figure 48. The AirPcap adapter enables you to see control, management, and data frames. In addition, the adapter prepends a Radiotap
or PPI header with 802.11 metadata to the frames. [wlan-ipadstartstop101.pcapng]

When troubleshooting or securing WLAN networks, begin as close as possible to the complaining/suspect
host (just like you did when capturing on a wired network).

" TIP

Try capturing on your native adapter to determine its capabilities. You need to see true 802.11 headers as well as management, data,
and control frames. AirPcap adapters are a worthwhile investment if you are going to be analyzing wireless network traffic.

Use the Npcap Driver for WLAN/Loopback Visibility

The Npcap Project developed a new packet sniffing library for Windows systems. Although Npcap is based
on the WinPcap/ Libpcap libraries, Npcap offers the following advantages:

e NDIS 6 support which is faster than the old deprecated NDIS 5 API (which Microsoft may kill off at
some point).

e  Monitor Mode for capture on wireless networks.

e  Security through the use of the User Account Control (UAC) dialog.

e  WinPcap compatibility for programs that require the WinPcap libraries.

e Loopback packet capture by creating an adapter named Npcap Loopback Adapter.

¢ Monitor Mode for capture on wireless networks.



2.4. Identify Active Interfaces

If Wireshark can’t see an interface, you can’t capture traffic. If you have more than one interface, you need to
determine which one to use. Mastering the interface options is required to be successful as an analyst.
Determine Which Adapter Sees Traffic

Click the Capture Options button % and examine the sparkline activity to quickly determine which interface
is seeing traffic and to which network each interface is connected.

Click the  in front of an adapter to view addresses associated with that adapter.

Ml Wireshark - Capture Interfaces LD |
Input | Output | Options |
Interface < Traffic Link-layer Header Promiscuous Snaplen (B) Buffer
4 |Local Area Connection 7 N : Ethernet enabled default 2
Addresszes: feB0:f829:1573:5f0 e:15¢5, 2602:301:7786:9aa0:bl ed:7640: e6f5:48f8, 2602:301:7786:9aa0:f829:1573:5fbe
4 Wireless Network Connection M, Ethernet enabled default 2
Addresses: feB0:407b:3720:1fbf:93a0, 192.168.44.12 |
> Wireless Network Connection 3 Ethernet enabled default 2

4| I [

Enable promiscuaus mode on all interfaces Manage Interfaces..
Capture filter for selected interfaces: [ | Enter & capture filter ... hd ] Compile BFFs

L [ set || cose |[ tep |

Figure 49. We can easily tell which interface is able to capture traffic by looking at the sparkline activity.

Consider Using Multi-Adapter Capture

In the Capture Options window, you can use Ctrl+click (or Command+Click on a Mac) to select multiple
interfaces upon which to capture. This is useful if you want to capture on the wired and wireless network
simultaneously. For example, if you are trying to troubleshoot a WLAN client on the network, you can capture
on the client’'s WLAN adapter and the wired network simultaneously, as shown in Figure 50.

s &

Figure 50. You can simultaneously capture a client’s traffic as it travels through to wireless and wired networks.




2.5. Deal with TONS of Traffic

Inside a busy enterprise, the traffic can overload Wireshark? leaving you with an incomplete trace file that
makes your analysis thoroughly inaccurate. Learn to deal with high rates of traffic to ensure you can track
down problems on any size network.

In Chapter 8 we will look at command-line capture techniques using Tshark and Dumpcap.

Why are You Seeing So Much Traffic?

If a user is complaining about slow web browsing, begin capturing traffic and then ask the user to browse to
some web sites. Keep capturing until your user has demonstrated the slow browsing problem. You will have
captured traffic that will help you determine if the performance problem is linked to the client, server, or path.

When you capture close to the client, you should see much less traffic than if you’d tapped into the middle of
the enterprise. It is likely that Wireshark can keep up with traffic rates to and from the client.

If you are dealing with a security issue (perhaps you think a host contains malware), you may want to capture
all traffic to or from this host for quite a while. During this capture process, don’t let a user access the
keyboard of this machine. You don’t want to capture user behavior.

You can get severe back pains from sleeping on the office floor or quickly fill up a hard drive if you don’t set
this up as an unattended capture process.

This is the Best Reason to Use Capture Filters

Dealing with too much data is one of the best reasons to use capture filters. By reducing the number of packets
Wireshark must capture, you reduce the load on Wireshark while reducing the amount of traffic you must
wade through. Keep in mind, however, that an overly restrictive capture filter may cause you to miss key
packets. Look at capturing to file sets as a safe option.

25 Since Dumpcap is the tool that is capturing traffic for Wireshark, it is actually Dumpcap that can be overwhelmed if
traffic is arriving faster to Dumpcap than Wireshark is picking it up from Dumpcap.



Capture to a File Set
Wireshark can capture traffic to file sets. File sets are individually linked files that can be examined using
Wireshark’s File | File Set | List Files feature.

Click the Capture Options button ®, select on the interface(s) on which to capture, and click the Output tab.
Enter the path and file name for the file set, as shown in Figure 51. Check Create a new file automatically
after... to define the criteria to create the next file.

In our example, Wireshark will create a set of 100 MB-sized files in .pcapng format. We didn’t set a stop criteria
so we’ll need to manually stop the capture process at some point.

M Wireshark . Capture Interfaces ? *

Input Output Options
Capture to & permanent file

File: |E:,’h’aces 101/ginny_pc, pcapng Browse...

Output format: ®) paapng (O peap
Create a new file automatically after..

100 % | |megabytes. ¥
O |2 : ds
[t ] lseconds Set Wireshark to capture to

[l use aringbuffer with |5 (2] files file sets when you are going
to capture over a long time

Start Close Help

Figure 51. We set up Wireshark to capture to a set of 100 MB-sized files.

In the example shown in Figure 51, since we suspect malware is running on a host, we will let Wireshark
capture the traffic to and from this host for the next 12 hours to see if there is a phone home process running in
the background. You may need to capture for longer or shorter times, depending on what you see in the trace
file(s).

When Wireshark saves to these file sets, the files will be named ginny_pc followed by a file number and
date/time stamp. For example, if we captured three files, they would be named something like:

o ginny_pc_00001_20170115180713.pcapng
o ginny_pc_00002_20170115184116.pcapng
o ginny_pc_00003_20170115190252.pcapng

Open and Move around in File Sets

To work with file sets, use File | Open and select any of the files in your file set. For example, open any one of
the book trace files that begin with “split250.” Each of these files is part of a file set. After opening the first file
from this set, use File | File Set | List Files to see all the files in your file set.

Click on each file to quickly move from one file to another. See also Use Special Capture Techniques to Spot
Sporadic Problems.



Consider a Different Solution—SteelCentral™ Packet Analyzer

It was evident back in 2007 that trace files were getting larger and larger as network speeds increased and file
sizes expanded to include multimedia elements. Wireshark suddenly became a cumbersome tool to use on

these files.

In 2009, Loris Degioanni, creator of WinPcap, began work on a product that is now known as SteelCentral™
Packet Analyzer (formerly Cascade Pilot)?. Packet Analyzer handles large trace files, offers graphing and
reporting capabilities missing in Wireshark, and integrates tightly so you can export specific packets for closer

inspection.

One of Packet Analyzer’s most welcome features is the ability to handle larger trace files. For example, in a
recent test, it took 1 minute and 52 seconds to open a 1.3 GB file in Wireshark. Each time we added a display
filter, column, or coloring rule, Wireshark had to reload the file. Wireshark essentially became unusable. In
Packet Analyzer, we loaded the IP conversations view of the same file in less than 3 seconds.

@ Network Usage by Port Group

q4p

| Filters {None) ¥
Bits Over Time qp
@ i EicMP
EI'=SH_Telnet
10.00K 'CDF‘
T A | HRsve
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B 400k {f' '~,‘ B Loopback
o —_—— f — — ———
10:48:49 10:48:59 10:49:08
Notes &
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oGoK— patily 8 omc [ 55H_Telnet
EicmP
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g 5 85K 5 82K 15.86% .ElGRP
% 480K [ | McorP
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B 271K 2.40K Pos ‘ “ B RsvP
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Motes 2 | | Motes 2 |
| Current on: 3/3/2000 10:48:43 - 10:49:14 (255) @ 1 sec - Tolal Window: 332000 10:48:49 - 10:45:14 % |

Figure 52. Packet Analyzer offers a graphical view of the traffic and is a great item to have in your network analysis toolkit.

“TIP

Try to keep your file size below 100 MB. Larger file sizes will cause Wireshark to become sluggish when you add columns, apply filters,
or build graphs. Wireshark is not very good at handling huge trace files. Packet Analyzer was created to work with the larger trace files
and to integrate seamlessly with Wireshark. If you must capture and work with very large trace files (well over 100 MB), look into
Packet Analyzer as a solution.

2 [ was fortunate to sit with Loris during the initial design phase of this product before it even had an interface. The
underlying architecture was sleek and sophisticated. Watching the product take shape and discussing potential
features was a fabulous experience.



(3 Lab 9: Capture to File Sets

In this lab you will get a chance to practice capturing to file sets using an auto-stop condition.

Step 1: Click on the Capture Options button ' on the main toolbar.
Step 2: Select the adapter you are currently using to connect to the Internet.

Step 3: Click the Output tab. Click the Browse button to navigate to and select the directory in which you
want to save your trace files. Enter captureset101.pcapng in the File area.

Step 4: Check the Create a new file automatically after check box. Set the next file to be created after 10
seconds.

Your Output settings should be similar to those shown below.
M Wireshark .« Capture Interfaces ? X

Input Output Options

Capture to a permanent file

File: |E:,-"h'aces.10 1fcaptureset 101, pcapng Browse. .,

Output format: @ peap-ng (O peap
Create a new file automatically after:.

[ | 100 % |megabytes ¥
0 %] |seconds hd

[ Use a ring buffer with |5 5| fles
Close Help



Step 5: Click the Options tab. Under Stop capture automatically after, click the check box for files and
enter 4 to indicate that you want Wireshark to stop capture after 4 files have been created.

Input Output Options
Digplay Options - Mame Resolution
Update list of packets in real-time Resolve MAC Addresses

Automatically scroll during live capture [] Resolve netwark names

Show extra capture information dialog [ Resolve transport names

Stop capture automatically after
o s

3| [kiobytes

O st~

Start Cloge | Help
Step 6: Click Start. (If the Start button is not active, click the Input tab and ensure an adapter has been
selected.)

Step 7: Open your browser and visit www.openoffice.org. Browse around the web site for at least 40
seconds.

Toggle back to Wireshark and look at the Title Bar. You should see your file name stem
(captureset101) followed by a file number (_00004 shown below) and the date and timestamp.
—

File Ede —Wiew e Analyze Statistics Telephony ~ Wireless  Tools  Help
i = ® RE R ea= FTa4 5 =aqam
{ﬁ |5\p§u3r,|.5i':at- filter .. <Ctrl-f> = '] Expression.. +
No. Time Source Destination Protocol Info
9! ©.000000 192.168.44.7 65.52.108.200 TLSv1 Applicatiun Data
( 2 @.083226 65.52.108.200 192.168.44.7 TLSv1 Application Data
| 3 0.985625 192.168.44.7 54.69,115.245 TCP 33631 » 8@ [ACK] Seq=1 Ack=1 Win=2
L 4 6.035901 192.168.44.7 65.52.108,200 TCP 9388 -+ 443 [ACK] Seq=54 Ack=162 Wi
5 2.086679 54.69,115,.245 192.168.44.7 TCP 8@ » 33631 [ACK eq=1 Ack=2 Win=5

Step 8:  Select File | File Set | List Files. Wireshark displays all four files of your file set. Click one of the
listed files to quickly open it.

M Wireshark - 4 Files in Set ? *
Filename Created Moedified Size
captureset101_00001_20160109034643.pcapng 2016-01-09 0%:46:45 2016-01-09 09:46:35 5216 bytes
captureset101_00002_20160109094655.pcapng 2016-01-09 09:46:35 2016-01-09 09:47:05 299 kB
captureset101_00003_20160109034703.pcapng 2016-01-09 0%:47:05 2016-01-09 09:47:13 171 kB
captureset101_00004_20160109094715.pcapng 2016-01-09 09:47:15 2016-01-09 09:47:15 260 bytes

Step 9: LAB CLEAN-UP | Close your File List window. Note that Wireshark retains many of your capture
options. You will need to check the capture option settings when you prepare for the next capture
process.



When you are dealing with a lot of traffic, consider saving to file sets. Wireshark will load the files faster if they are under 100 MB. You
will find yourself using file sets more often as you need to capture larger amounts of traffic.



2.6. Use Special Capture Techniques to Spot Sporadic Problems

Sporadic, roaming problems often plague analysts. Using a few key Wireshark functions, you can be ready to
catch these annoyingly elusive events.

If you have a sporadic problem, one that seems to appear on and off through a network, you will need to be a
bit more creative with your capture process. In this case, you should capture traffic continuously until the
problem occurs again.

Use File Sets and the Ring Buffer

In this situation, set up Wireshark to capture traffic to file sets, but use the ring buffer option. In Figure 53, we
defined a new file name (roamingprob.pcapng) and indicated that we want to keep a total of 5 files (ring buffer
setting of 5).

M \Wireshark - Capture Interfaces ? *

Input Cutput Options

Capture to & permanent file

File: | E:ftraces 101 froamingprob. pcapng | Browse...

Output format: @ peapng () peap

Create a new file sutomatically after...

100 % | |megabytes
0 secands ¥

Use aring buffer with |5 :—| files

Use the ring buffer setting to
save just the last 5 files

Figure 53. We are going to examine the last 500 MB of traffic leading up to the problem point in time.

When Wireshark finishes capturing the fifth 100 MB file, it will delete the first 100 MB file and create a sixth
100MB file. Let Wireshark run continuously. The file set feature won't fill up the hard drive and you will have
the last 500 MB leading up to the problem.



Stop When Complaints Arise

When the user complains about performance, stop the capture process manually and look at the most recent
file to see what happened.

Wireshark will keep numbering the files so you know how many 100 MB files have been created and deleted
(if older than the last five files).

For example, we may see file names such as:

e roamingprob_00007_20170127203453.pcapng
(created at 8:34:53PM on January 27th, 2017)
e roamingprob_00008_20170127023321.pcapng
(created at 2:33:21AM on January 27th, 2017)
e roamingprob_00009_20170127091141.pcapng
(created at 9:11:41AM on January 27t, 2017)
e roamingprob_00010_20170127094214.pcapng
(created at 9:42:14AM on January 27, 2017)
e roamingprob_00011_20170127100107.pcapng
(created at 10:01:07AM on January 27th, 2017)

This is a great way to let Wireshark automatically capture traffic for later review.

TIP

Practice this skill by configuring Wireshark to capture to file sets with a ring buffer as you are going about your daily work. As
Wireshark runs in the background, you are ready to capture the traffic leading up to any type of problem that arises. For example, if
you suddenly notice a web site loads more slowly than usual, you can toggle to Wireshark and stop the capture to see what recently
happened.



1 Lab 10: Use a Ring Buffer to Conserve Drive Space

In this lab exercise, we will set up a ring buffer to ensure we see the most recent traffic. We will create a
problem and manually stop the capture to analyze the issue.

Step 1: Click on the Capture Options button **' on the main toolbar.
Step2:  Select the adapter you are currently using to connect to the Internet.

Step 3: Click the Output tab. Check the Capture to a permanent file check box and then click the Browse
button to navigate to and select the directory in which you want to save your trace files. Enter
stopproblem101.pcapng in the File area. Click Save.

Step 4: Check the Create a new file automatically after check box. Set the next file to be created after 10
seconds.

Step 5: Select the Ring Buffer option to 3 to limit the number of files to retain.
M Wireshark - Capture Interfaces ? et

Input Qutpat Options

Capture to a permanent file

File: | E:ftraces 101/stopproolem 101. pcapng Browse...

Chatpuat farmat: ®) pcapng () pap
Create a new file automatcally after...

0 o
s=conds hd

Use a ring batter with files

Start Close Help
Step 6: Click Start.
Step 7: Open your browser and visit www.wireshark.org. Spend at least 30 seconds browsing around the
site.
Step 8: Now browse to www.chappellu.com/nothere.html. This should generate a 404 error because the

file does not exist.

Step9:  Quickly toggle back to Wireshark and click the Stop Capture button M.

Step10:  Look in the Title Bar. You can see how many file numbers have been assigned to this point. When
you select File | File Set | List Files, you only see three files because your ring buffer was set up
to save only the last three files.



o
Step11:  Click the Last Packet button & and scroll backwards through the trace file from the end towards
the start to locate the 404 error message from the server, as shown below.

In Lab 18, you will use a display filter to quickly locate 404 error responses.

M stopproblem101_00008_20160109102258. peapng - [m] x
Eile Edit View Go Capture Analyze Statistics Telephony Wireless Tools Help

£m @ BB tes=giEEQaan

(W [ 20ply a display filter .. <Ctrl-f> 2 -] Expresson..  +
Mo, Time Source Destination Protocol Info : [

44 ©.000097 192.168.44.7 198.66.239.,146 HTTP GET /nothere.html HTTP/1.1 =

=
45 ©.022683 198.66.239.146 192.168.44.7 TCP ck=305 Winz,,

HTTP/1.1 484 Not Found

46 ©.002336 198.66,239.146 192.168.44.,7 )(.‘t}'h‘tml)l—_ll
47 @.956907 192.168.44.7 198.66.239.146 TCP i 3 2. ck=412 Wi
48 1.171220 fe80::3a63:bbff:. Ff02::1:2 DHCPV6 Solicit XID: @x36a676 CID: 06030021
49 1.424029 192.168.44.7 207.56.173.2 TCP 33922 + 80 [FIN, ACK] Seq=2 Ack=1 W
5@ ©0.096113 207.56.173.2 192.168.44.7 TCP 80 -+ 33922 [ACK] Seq=1 Ack=3 Win=65
51 @.002801 207.56.173.2 192.168.44.7 TCP 80 » 33922 [FIN, ACK] Seq=1 Ack=3 W
52 @.000138 192.168.44.7 2087.56.173.2 TCP 33922 + 80 [ACK] Seq=3 Ack=2 Win=25
53 ©.322734 192.,168.44.7 23.,235.47.73 TCP 33959 > 80 [ACK] Seq=1 Ack=1 Win=25_ .
> Internet Protocol Version 4, Src: 198.66.239.146, Dst: 192.168.44.7 i
Transmission Control Protocol, Src Port: 8@ (80), Dst Port: 33975 (33975), Seq: 1, Ack: 30..
HTTP/1.1 484 Not Found\r\n
Date: Sat, @9 Jan 2016 18:23:41 GMT\r\n v
O 7 Frame (frame), 465 bytes || Packetst 55 - Displayed: 55 {100.0%) + Load time: 0:0.0 || Profile: wireshark 101

Step12: | LAB CLEAN-UP | Note that Wireshark retains many of your capture options. You will need to check
the capture option settings when you prepare for the next capture process.

Using a ring buffer and manual stop process allows you to detect what happened up to and at the time
performance went awry.



2.7. Reduce the Amount of Traffic You have to Work With

Rather than prepare for a week of sifting through packets, consider reducing the work load significantly by
capturing at the proper location and filtering during the capture process.

If you must capture traffic inside the enterprise or on a server that is very busy, you may find that Wireshark
cannot keep up with the traffic rate.

Detect When Wireshark Can’t Keep Up

Wireshark launches Dumpcap.exe to capture traffic. Wireshark pulls the traffic from Dumpcap. If Dumpcap
cannot keep up with the traffic during a capture process (most likely because Wireshark is not pulling the
traffic from Dumpcap fast enough), the phrase “Dropped: x” will appear on Wireshark’s Status Bar in the
center column.

Most likely, your trace file will contain numerous ACKed Lost Segment indications. You cannot work with a
faulty trace file. Your assumptions and analysis would be as incomplete as the data from which you worked.
Such a trace file is unusable.

This is a perfect time to apply capture filters.?” Figure 54 shows that capture filters are applied before the
packets are sent to the capture engine. By applying capture filters at this point, you have a better chance of
avoiding dropped packets.

' .
Use a capture
filter to reduce
libpcap/WinPcap/Npcap/USBpcap the number of
[capture filter] packets that get
passed up to the
Capture Engine

Figure 54. Capture filters reduce the load on the Capture Engine.

27 [ generally tell folks to avoid capture filters whenever possible. This is because you can’t get those packets back after
you filter them out. An ideal time to use capture filters is when Dumpcap can’t keep up with the traffic. So let’s lighten
up the load heading to the Capture Engine.



Detect when a Spanned Switch Can’t Keep Up

Packet drops can also occur when you are spanning ports on a very busy switch. Consider what would
happen if you spanned a physical switch port that connects to a very busy network. You connect to the
network on a 1 Gb link (which is actually 2 Gb because of full-duplex operations). If this network is very busy
and you span several switch ports down your lowly 1 Gb downlink, that switch is likely going to drop some
packets. This situation is called oversubscription.

In this case, Wireshark won’t note Dropped: x in the Status Bar. Instead, you may see numerous ACKed Lost
Segment and Previous Segment Not Captured indications. Wireshark doesn’t indicate that it has dropped any
packets, because it hasn’t— the switch didn’t forward the packets to Wireshark.

This switch span capture configuration is not going to work. You'll need to change where and how you
capture traffic. A full-duplex tap is a great solution in this case, as shown in Figure 55. Intelligent taps can
even offer some capture filtering capability at the tap.

If a port-spanned switch
can't keep up, consider
using a full-duplex tap

Figure 55. Place the tap between the server and the switch.

You also might consider capturing to file sets with a maximum file size of 100 MB. Wireshark really doesn’t
like working with huge trace files. We covered using file sets in Use Special Capture Techniques to Spot Sporadic
Problems.

Apply a Capture Filter in the Capture Options Window

To apply a capture filter, click the Capture Options button ‘. Select your desired adapter(s) and type your
capture filter directly into the Capture Filter for selected Interfaces area as shown in Figure 56.

M Wireshark . Capture Interfaces ? =

Input Output Options

Interface Traffic Link-layer Header Promiscuous Snaplen (B) Buffer (MB)
Ethernet Ethernet enabled default 2
Local Area Connection® 2 Ethernet enabled default 2
Wi-Fi - Ethernet enabled default 2

Enter your capture filter to
reduce the number of
packets captured

£

Manage Interfaces . |

Enable promiscuous mode on all interfaces

= *]

Capture Filter for selected Interfaces: [ | Enter a capiure filter .. Compile BPFs

Close Help

Figure 56. Select an interface before entering a capture filter.



If you know the syntax of your capture filter, simply type it in the Capture Filter area. Remember — Wireshark
uses BPF (Berkeley Packet Filtering) syntax. This is the format supported by Dumpcap for capture filters.

Wireshark color codes the background as you type to alert you to capture filter errors. A red background
indicates the filter syntax is invalid. Most likely, the capture filter contains a typo or perhaps you used display
filter syntax. A green background means that the filter syntax is valid.

Wireshark offers a predefined set of capture filters. To view the saved capture filter list, click the Capture Filter
Bookmark " arrow to the left of the Capture Filter area or select Capture | Capture Filters from the main
menu.

Figure 57 shows the list of predefined capture filters.

For more information on capture filtering techniques, see Capture Traffic based on Addresses (MAC/IP).

M Wireshark . Capture Filters T X
MName Filter

‘Ethernet address 00:00:5e:00:53:00 i ether host 00:00:5e:00:53:00
Ethernet type 00806 (ARP) ether proto (x0806

Mo Broadeast and no Multicast

Mo ARP and no DNS

not broadcast and not multicast

Mo ARP not arp

IPv4 anly ip

IPv4 address 192,0.2,1 host 192.0.2.1
IPvh only ipf

IPvh address 2001:db8:1 host 2001:db8:1
IPX only ipx

TCPonly tep

UDP only udp

TCP or UDP port 80 (HTTP) port 80

HTTP TCP port (80) tcp port http

not arp and port not 53

Mon-HTTP and non-5MTP to/from www.wireshark.org not port 80 and not part 25 and host www.wireshark.org

+| [=] [m

Figure 57. Wireshark provides a predefined set of capture filters.

Cancel

Help

For additional information on capture filters, visit wiki.wireshark.org/CaptureFilters.



2.8. Capture Traffic based on Addresses (MAC/IP)

Capturing traffic to and from a particular IP address (or range of IP addresses) or a MAC address is a key skill
that you will use when focusing on a particular problem, studying an application’s behavior, or investigating a
potentially breached host.

Capture filters use the BPF syntax and are actually applied by WinPcap or libpcap. Display filters, which you
will examine later in this book, use a proprietary Wireshark format. Display filters are not limited by the
capabilities of dumpcap and the BPF syntax.

1ir
Before you get too excited with all the options for using capture filters, let me make a recommendation. Use capture filters sparingly
and display filters liberally. If you filter something out using capture filters, you can never get those packets back. For example, if you
applied a capture filter for traffic to and from port 80 and found that the browsing session targeted a strange IP address for the web
server, it would be nice to see the DNS process that took place beforehand. Too late. You filtered those packets out. If you'd captured
without a capture filter, you would be able to work with display filters to focus on those port 80 packets and then look at the DNS traffic.

Capture Traffic to or from a Specific IP Address

If you are capturing in a location where you see many hosts communicating, you might consider using a
capture filter for the IP address of the hosts whose traffic you are analyzing. The following provides examples
of IP address capture filters.

host 10.3.1.1 Capture traffic to/from 10.3.1.1

host 2406:d4a00:££00::6b16:£02d  Capture traffic fo/from the IPv6 address
2406:da00:££00::6b16:f02d

not host 10.3.1.1 Capture all traffic except traffic to/from 10.3.1.1
src host 10.3.1.1 Capture traffic from 10.3.1.1

dst host 10.3.1.1 Capture traffic t0 10.3.1.1

host 10.3.1.1 or Capture traffic to/from 10.3.1.1 and any host it is
host 10.3.1.2 communicating with and traffic to/from 10.3.1.2

and any host it is communicating with

host www.espn.com Capture traffic to/from any IP address that
resolves to www.espn.com (this will only work if
the host name can be resolved by Wireshark
prior to capture)

Capture Traffic to or from a Range of IP Addresses

When you want to capture traffic to or from a group of addresses, you can use CIDR (Classless Interdomain
Routing) format or use the mask parameter.

net 10.3.0.0/16 Capture traffic to/from any host on network 10.3.0.0

net 10.3.0.0 Same result as previous filter
mask 255.255.0.028

ip6 net 2406:da00:££00::/64 Capture traffic fo/from any host on network
2406:da00:£f00:0000 (IPv6)

not dst net 10.3.0.0/16 Capture all traffic except traffic to an IP address

28 This would all be on one line in Wireshark — the line wraps in the book due to space issues.



starting with 10.3

dst net 10.3.0.0/16 Capture traffic to any IP address starting with 10.3
src net 10.3.0.0/16 Capture traffic from any IP address starting with
10.3

Capture Traffic to Broadcast or Multicast Addresses

You can learn a lot about hosts on the network by just listening to broadcast and multicast traffic.

ip broadcast Capture traffic to 255.255.255.255

ip multicast Capture traffic to 224.0.0.0 through 239.255.255.255
(also catches traffic to 255.255.255.255 unless you
add and not ip broadcast)

dst host ££02::1 Capture traffic to the IPv6 multicast address for all
hosts

dst host ££02::2 Capture traffic to the IPv6 multicast address for all
routers

If you are just interested in all IP or IPv6 traffic, use the capture filters ip or ipé, respectively.

Refer to Capture Traffic for a Specific Application for more capture filter examples.

Capture filters can be used during command-line capture as well. For more information, refer to Use Capture
Filters during Command-Line Capture. Also refer to wiki.wireshark.org/CaptureFilters.

TIP

Wireshark includes a default set of capture filters. Select Capture | Filters on the main menu to view the predefined capture filters.
You'll find some good examples of common capture filters used with Wireshark. You can also add your own capture filters to this list.

Capture Traffic based on a MAC Address

When you want to capture IPv4 or IPvé6 traffic to or from a host, create a capture filter based on the host’s
MAC address.

Since MAC headers are stripped off and applied by routers along a path, ensure you are on the same network
segment as the target host.

ether host 00:08:15:00:08:15 Capture traffic to or from 00:08:15:00:08:15
ether src 02:0A:42:23:41:AC Capture traffic from 02:0A:42:23:41:AC
ether dst 02:0A:42:23:41:AC Capture traffic to 02:0A:42:23:41:AC

not ether host 00:08:15:00:08:15  Capture traffic to or from any MAC address
except for traffic to or from 00:08:15:00:08:15

In Lab 12, you will create a NotMyMAC capture filter to listen in on the traffic to or from other hosts on the
network while not capturing your own traffic.



3 Lab 11: Capture Only Traffic to or from Your IP Address

In this lab you will determine your current IP address and apply a capture filter for that traffic.

Step 1: Click the Capture Options button  on the main toolbar.

Step 2: Expand the interface on which you typically connect to the Internet. Wireshark displays your IP
address(es) for the interfaces listed. You could also use either ipconfig or ifconfig to copy your IP
address and paste in to your filter if desired.

You will use this address information to create your capture filter.

M Wireshark - Capturs Interfaces ? >
Inout Cutpu: Options
Interface Traffic Link-layer Header Premiscuous sraplen (B] Buffer (WEB)
Etheret enzbled default 2
Local Area Conqection [thernet enchbled default &
¥ Wi-Fi Ethernet enzhbled default 2

Step 3: Select the interface you want to use for this capture process. If an interface is not selected before
creating your capture filter, Wireshark will color the capture filter area background red.

In the capture filter area, enter host x.x.x.x (replacing x.x.x.x with your IP address) to filter on
your IPv4 traffic. If you are going to capture on your IPv6 address, enter
hoSt XXXX:XXXX:XXXX:XXXX :XXXX:XXXX:XXXX:XXXX.

M Wireshark . Capture Interfaces ? X
Input Output Options
Interface Traffic Link-layer Header Promiscuous Snaplen (B) Buffer (MB)
Ethernet Ethernet enabled default 2
Local Area Connection® 2 Ethernet enabled default 2
v Wi-Fi Ethernet enabled default 2

Addreszes: fellu2cea:3641:42d8:3b16, 192,16844,7

Make sure you select an interface
before entering your capture filter

>

4

gahle promisCuous moeae on all Interfaces anage In’ CES:. |
Enabl i d linterfa: M Interfa

Capture Filter for selected Interfaces: [ | host 192.168,94.7 ~] Compile BPFs

coe | [t




Step 4:

Step 5:

Step 6:

Step 7:

Click the Output tab and make sure you are not configured to capture to a file or file set. Ensure
your ring buffer option is not selected as well.

Click the Options tab and ensure you do not have an autostop condition defined.
Click Start to begin the capture process.

Now open your command prompt and type ping www.chappellu.com.

Toggle back to Wireshark and click the Stop Capture button B . Examine your trace file. All the
traffic shown should be to or from your IP address. You should see the ICMP Echo packets used
for the ping process. You may also see background processes that communicate on the network to
and from your machine.

LAB CLEAN-UP | Note that Wireshark retains many of your capture options. You will need to check
the capture option settings when you prepare for the next capture process.

Consider following the same steps to build a filter to or from your MAC address (create a “MyMAC” filter). In
the next lab, we will create a filter for everyone else’s traffic (based on a MAC address filter) and we will save
our new capture filter.



[ Lab 12: Capture Only Traffic to or from Everyone Else’s MAC Address

In this lab you will determine your current MAC address and apply a capture filter that filters out your
traffic — you are interested in everyone else’s traffic only?.

Step 1: Run either ipconfig /all or ifconfig /all at the command prompt to determine the MAC address of
your active interface.

Step 2: Click on the Capture Options button & on the main toolbar.

Step 3: Select the desired interface.

Step4:  Inthe Capture Filter area, enter not ether host xx.xx.xxX.XX.xx.xx using your Ethernet
address. If you expand the Capture Interfaces window you will see your Capture Filter listed on
the row of the interface selected.

M Wireshark - Capturs Interfaces

Inout Quiout | Optons

=

Interface Traffic Link-layer Header Promiscuous Snaplen (B) Buffer (MB) Monitor Mode Capture Filter

4 {Local Area Connection Etnernet enanled default 2 nfa not ether host CE-60-00-19-3E-19

(] Addresses feB0:f829:1573:5f6e:15c5, 2602:301:7786:9000: 24f4: cal boebdf:905d, 2602:301:7766:92a0:f029:1573:5f6 155, 192.168.1.69

4 Wireless Metwork Connection Etnernet enanled default 2 n/a
Addresses fedlzdl /37 200tbt:M3a0, 194.168.44.12

4 Wireless Metwork Connection 3 Etnernet enanled default 2
Addresses feB0:z3d05:0aaf:57da:=0db, 192158162

n/a

Enable promiscuous mede on all inter: Manage Interfaces..
Capture filter for selected nterfa .| | not ether host C8-€0-00-19-9E-19 m i Compile BPFs
[ st ][ close |[ e |

Step 5: To save this new capture filter, click the Capture Filter Bookmark button " and select Save this
filter. Enter NotMyMAC in the Name area. The Filter value should already be set.

v o e

Name Filter =

No ARP not arp

IPvil only ip

IPv# address 192.0.2.1 host192.0.2.1 F

IPv only ipd

IPvE address 2001:db8::1 host 2001:db8:1

IPX only ipx

TCP only tep L

UDP only udp 3

TCP or UDP port 80 (HTTP) port 80

HTTP TCP port (80) tep port http

Mo ARP and ng DAIS Sraiia- i

= Hﬂ'nﬁ?:d_r;n-SMTP to/from www.wireshark.org not port 80 and not port 25 and hosi R |

‘|| NotMyMAC | not ether host C8-60-00-19-9E-19 1

M —— r

ENENEY

[ ok ][ concel |[ e

2 If you have a dual-stack host, it is much more effective to make a single filter based on your MAC address than to
make a more complex filter based on your IPv4 and IPv6 addresses.

30 On a Windows host select Start and select the Command Prompt from the program list or type cmd in the file search
area. On a MAC OS X host, open Applications | Utilities | Terminal. There are various terminal applications
available on Linux hosts —look for terminal or Xterm, for example.



Step 6: Click OK to close the Capture Filters window.

Step 7: Check your other capture settings under the Output tab and Options tab. We won't set up
multiple file capture, ring buffer use, or auto-stop in this lab so leave those options unchecked.

Step 8: Click Start to begin the capture process. Now browse to various sites, log in to your server, or send
email.

Step 9: Toggle back to Wireshark and click the Stop Capture button M .

Step10:  Scroll through your trace file to examine the traffic captured during your communications
processes. No traffic to or from your host will be captured. You will likely see some background
broadcast and multicast traffic, but none of those packets will be sent from your host since you
filtered your traffic out of the trace file during the capture process.

Step11: | LAB CLEAN-UP | Note that Wireshark retains many of your capture options. You will need to check
the capture option settings when you prepare for the next capture process.

There’s no reason to capture your own traffic when you are analyzing someone else’s communications.
Running your NotMyMAC filter will ensure your traffic is not caught during the capture process.



2.9. Capture Traffic for a Specific Application

You will often want to look at traffic from a single application or even sets of applications. Get the unrelated
packets out of the way by applying a capture filter based on the TCP or UDP port used by your target
application(s).

The capture filter syntax (Berkeley Packet Filtering format) does not recognize application names. You need to

define an application based on the port in use.

It’s all About the Port Numbers

Here is a quick list of some of the most popular application capture filters. For more information on capture
filters, refer to wiki.wireshark.org/CaptureFilters.

port 53 Capture UDP/TCP traffic to or from port 53
(typically DNS traffic)

not port 53 Capture all UDP/TCP traffic except traffic to or
from port 53

port 80 Capture UDP/TCP traffic to or from port 80
(typically HTTP traffic)

udp port 67 Capture UDP traffic to or from port 67
(typically DHCP traffic)

tcp dst port 21 Capture TCP traffic to port 21 (typically the FTP
command channel)

portrange 1-80 Capture UDP/TCP traffic to or from ports from
1 through 80

tcp portrange 1-80 Capture TCP traffic to or from ports from 1

through 80




Combine Port-based Capture Filters

When you want to capture traffic to or from various non-contiguous port numbers, combine them with a
logical operator, as shown below.

port 20 or port 21 Capture all UDP/TCP traffic to or from port 20
or port 21 (typically FTP data and command
ports)

host 10.3.1.1 and port 80 Capture UDP/TCP traffic to or from port 80 that

is being sent to or from 10.3.1.1

host 10.3.1.1 and not port Capture UDP/TCP traffic to or from 10.3.1.1

80 except traffic to or from port 80

udp src port 68 and Capture all UDP traffic from port 68 to port 67

udp dst port 67 (typically traffic sent from a DHCP client to a
DHCP server)

udp src port 67 and Capture all UDP traffic from port 67 to port 68

udp dst port 68 (typically traffic sent from a DHCP server to a
DHCEP client)

Try to avoid capture filters whenever possible. I cannot stress this enough! It is much better to have too much
traffic to wade through than to find out you're missing a piece of the picture. Once you capture this large
amount of traffic, use display filters (which offer many more filtering options) to focus on specific traffic.

TIP

If you need to make capture filters that look for a specific ASCII string in a TCP frame, use Wireshark’s String-Matching Capture Filter
Generator (http://www.wireshark.org/tools/string-cf.html). For example, if you only want to capture HTTP GET requests, simply enter in
the string GET and set the TCP offset to 0 (where HTTP request methods, or commands, reside).



2.10.Capture Specific ICMP Traffic

Internet Control Messaging Protocol (ICMP) is a protocol you should watch for when performance or security
issues plague a network.

The table below shows the structure of numerous ICMP capture filters. In this case we must use an offset to
indicate the field location in an ICMP packet. Offset 0 is the ICMP Type field and offset 1 is the location of the
ICMP Code field.

icmp Capture all ICMP packets.

icmp [0]=8 Capture all ICMP Type 8 (Echo Request)
packets.

icmp [0] =17 Capture all ICMP Type 17 (Address Mask

Request) packets.

icmp [0] =8 or icmp[0]=0 Capture all ICMP Type 8 (Echo Request)
packets or ICMP Type 0 (Echo Reply) packets.

icmp [0] =3 and not icmp[ll=4  Capture all ICMP Type 3 (Destination
Unreachable) packets except for ICMP
Type 3/Code 4 (Fragmentation Needed and
Don't Fragment was Set) packets.

Although we could have listed not icmp asa possible capture filter above, you likely would never want to
use that filter since ICMP provides so much information about network activity and configurations.



(1 Lab 13: Create, Save and Apply a DNS Capture Filter

In this exercise you will use several skills learned in this chapter. You will configure Wireshark to capture only
DNS traffic and save that traffic to a file called mydns101.pcapng.

Step 1: Click the Capture Options button © on the main toolbar.

Step2:  Select the adapter you are currently using to connect to the Internet.
Step 3: In the Capture Filter area, enter port 53, as shown below. The background turns from white to red
to green as you type in the filter.
e -]
M Wireshark - Capturs Interfaces m
Input Cutput Optlions
Inteface = Traffic Link-layer Header Promiscucus Snaplen (B) Buffer (MB) Mon
Ethernet enabled default 2 n/a
Addresses: fef0::f329:1573:5f6e15c5, 2602:301:7786:9aa0:2:44:eal b:ebdf:305d, 2602:301:7786:9aa0:f829:1573:5
4 Wireles: Network Connection Ethernet enabled default 2 n/a
Addresses: fef0:d07b:3720:1fbi:93a0, 192.168.44.12
4 Wireless Metwork Connection 3 Ethernet enabled default 2 nfa

Addresses: felln2d05:6aaf 67 da:efdb, 192.168.16.2

| [l i T
Enable promiscucus modz on all interfae
Capture filter for selected interfaceg: [ ||Jort 53 h [X] 'j
[ Start ] [ Close ] [ Help ]
Step 4: To save this new capture filter, click the Capture Filter Bookmark button ' and select Save this

filter. Enter DNS in the Name area. The Filter value should already be set. Click OK.

Step 5: In the Capture Interfaces window, click the Output tab. Click the Browse button to navigate to and
select the directory in which you want to save your trace files. Enter mydns101.pcapng in the Name
area. Click Save. Your directory and file name should appear in the File section in the Capture
Interfaces Output area.



Step 6:

Check the box in front of Create a new file automatically after and check both boxes for file size

and time definitions. Define the next file to be created after 1 megabyte and 10 seconds. Whichever
condition is met first causes the creation of the next file. Do not set a Ring Buffer value or auto-stop
condition (under the Options tab). You will manually stop the capture process.

-
M Wirestark - Capture Interfaces

-

Output

Options

Capturs to a permanen: file

File: c\tracesmydns101.pcapng

Outputformat: @ peap-ng () poap

[¥] Create a new file automatically after..

1 % |megabytes =
|
i 10| % |seconds ¥

[ |:| Use a ring buffer with 2

1 fles

? [
[ ronse... |

Browse...

Start

| [ close || hel

w

Step 7: Click Start to begin the capture process.

Launch a browser and browse to at least 5 different sites on the Internet. For example, you could
visit two news sites, a bank site, Amazon and www.wireshark.org. Try to visit sites that you have not
browsed to recently to ensure DNS information is not loaded from your cache.

Step 8:
Step 9:

Toggle back to Wireshark and click the Stop Capture button M .

Scroll through your trace file(s) to examine the DNS traffic generated during your browsing

process. You may be surprised to see how many DNS queries are generated when you browse

these sites.

Step 10:

LAB CLEAN-UP | Note that Wireshark retains many of your capture options. You will need to check

the capture option settings when you prepare for the next capture process.

Consider saving any capture filter that you might use more than once. This will save you time if you need to

repeatedly use a complex capture filter.



Chapter 2 Challenge

This challenge requires access to the Internet. You will capture traffic to a web site and analyze your findings.
The answer key is located in Appendix A.

First, configure Wireshark to capture only traffic to and from your MAC address and TCP port 80, and save
the traffic to a file named mybrowse.pcapng. Then ping and browse to www.chappellU.com. Stop the capture and
examine the trace file contents.

Question 2-1.  Did you capture any ICMP traffic?

Question 2-2.  What protocols are listed for your browsing session to www.chappellU.com?

Now configure Wireshark to capture all your ICMP traffic, and save your traffic to a file called myicmp.pcapng.
Again, ping and browse to www.chappellU.com. Stop the capture and examine the trace file contents.

Question 2-3.  How many ICMP packets did you capture?

Question 2-4.  What ICMP Type and Code numbers are listed in your trace file?



Chapter 2 Challenge Answers

Answer 2-1.  First you configured Wireshark to automatically capture only your traffic to and from TCP
port 80 and save the traffic to a file named mybrowse.pcapng. An example Capture Options
window is shown below. No ICMP traffic was captured because we were filtering on TCP.

M Wireshark - Capture Interfaces ? X

Cutput Options

Interface Traffic Link-layer Header Promiscuous Snaplen (B) Buffer (MB)
Ethernzt tthernet enabled default 2
Local Area Connection™ 2 tthernet enabled default 2
Wi-Fi — tthernet enabled default >

£ >

Enable promiscuovs mode on &l jpyeface Manage Interfaces...

Capture filtzr for selected interf : [ | sther host 20-10-7A-CC-CD-DA and top port 80 Compile BPFs

Cluse Felp

M Wireshark - Capture Interfaces ? X

Input Options

Capture to a permanent file
‘ File: |D:ﬂ'aceslﬂl!nybrowse.pcapng ; Browse. .

Output formst: @) pcap-ng (O peap
[ create anew file automatically after...

1 + |klobytes ~

1 + | |s2conds T

[ use a ring buffer wth files

Start Close Felp

Answer 2-2.  After pinging and browsing to wwuw.chappellU.com, you should only have captured your traffic
to or from port 80. The Protocol column will only list TCP and HTTP traffic.

M mybrowse.pcapng — [} *
File Edit Miew Go Capture Analyze Statistics Telephony Wirelesss Tools Help

AE @ T RE Qe2=2F 85 EQaaAan

l- |AD|:|I'-.r a display filter ... <Ctrl-/= m '] Expression..  +

No. TCP Delta Source Destination Protocol  Info 2y

— 18 ©.000000000 192,168.44.7 198.66.239.146 TCP 14539 + 88 [SYN] Seq=0 Win=i
20 ©.02382700@ 198.66.239.146 192.168.44.7 TCP 8@ - 14539 [SYN, ACK] Seq=0
21 ©.000075000 192.168.44.7 198.66.239.146 TCP 14539 -+ 80 [ACK] Seq=1 Ack=!
22 ©.000095000 192.168.44.7 198.66.239.146 HTTP GET / HTTP/1.1
23 ©.026857000 198.66.239.146 192.168.44.7 HTTP HTTP/1.1 200 OK (text/html
24 ©.000595000 198.66.239.146 192.168.44.7 TCP 80 -+ 14539 [ACK] Seq=1461 A
25 8. 192.168.44.7 198.66.239.146 TCP 14539 + 88 [ACK] Seq=293 Acl




Now you should have configured Wireshark to automatically capture and save all your ICMP

Answer 2-3.
traffic to a file called myicmp.pcapng. An example Capture Options window is shown below.
M Viireshark - Capture Interfaces 7 *
Qutput Options
Irterface Traffic Link-layer Header Promiscuous Snaplen (B) Buffer (ME)
Ethernet Ethernet enabled default 2
Local Area Connection® 2 Ethernet enabled defavlt 2
Wi-Fi Fthernet enahled default ?
< »

[¥] Enable promiscuous mode on all intey Manage Interfaces...

Compile BPFs

Close Help

Canture filter for selected interfa ether host 20-10-74-CC-CD-DA and icmp

‘ Wirechark - Capture Interfaces

Input Options

Capture to a permanent file

File: |D:ﬂraceslﬂl;’myia'np.pmpng) Browse...
e

Output format: @) pcapng O peap
[Jcreate a new file automatically after..

1i + | |kilobytes ¥

=~

1 ~ | seconds *;

[ Use a ring buffer with files

After you pinged and browsed to www.chappelll.com again, you should have seen that the
trace file only contains ICMP traffic based on your capture filter. How many ICMP packets
you captured depends on the amount of ICMP traffic generated by your ping application and
any background ICMP traffic generated during your capture process.



Answer 2-4.  If you look inside the ICMP portion of the packets, you should see Type 8/Code 0 (Echo

request) and Type 0/Code 0 (Echo reply). In the image below we right-clicked on the ICMP
Type field and selected Apply as Column.

A Capturing from Wi-Fi (ether host 20-10-TA-CC-7D-DA and icmp) - O X

file. Edit View Go (Casture Analyze Statissics Telephony Wireess Tools Help
dmde I RE Qe b =EQqQaQaQH
[ aeply 2 display fiter .. <Ctrlf> 50 | Expression.. 4 GET|POST CONNECT HEAD HTTP4kk HTTPSix  HTTP3cx
Mo, 3 Sourze Cestination Proctocol  Tyoe  Info ~
~+1 192,168.44.7 198.66.239.146 ICMP 8 Echo (ping) request id=0x@0001, seq=17/
- 2 198.66.,239.146 192.168.44.7 ICMP @ Echo (ping) reply id=9x00901, seq=17/
3 192,168.44.7 198.66.239.146 ICMP 8 Echo (ping) request id=@x@001, seq=18/
4 198.66.239,146 192.168.44.7 ICMP @ Echo (ping) reply  id=0x0001, seq=18/
5 192,168,44.7 198.66.239.146 ICMP 8 Echo (ping) request 1id=@x0@001, seq=19/. .
>
. Frame 1: 74 bytes on wire (592 bits), 74 bytes captured (592 bits) on interface @
Ethernet II, Src: GemtekTe_cc:7d:da (20:10:7a:cc:7d:da), Dst: HonHaiPr_fa:@e:a5 (..
Internet Protocol Version 4, Src: 192,168.44.7, Dst: 198.66.239.146
v Internet Control Message Protocol
Type: 8 (Echo (ping) request)
Code: @

ey gl L el TN e




Chapter 3 Skills: Apply Display
Filters to Focus on Specific
Traffic

Wireshark is an extraordinary tool for network analysis and discovery. It's obviously critical for debugging low-
level network problems, but | find it's often the best way to debug higher level applications too. Web traffic is one
such example. Sure, | could read the web server logs, but those often omit critical details. Network traffic, on the
other hand, doesn't lie. It shows me exactly what is going on.

Wireshark may appear complex and intimidating when you first start it up, but with a little guidance and practice
you'll find that it's easier than you think.

Gordon "Fyodor" Lyon
Founder of the Open Source Nmap Security Scanner Project



Quick Reference: Display Filter Area

A
| = )
1) e Qle 6 @6
an . =g = = _— =
stopproblem101,pcapng = O X
le. Edit View Go Capture Analyze § Statistics Telephony Wireless Tools Hel
N RE Reyg=F i =QEaH
lﬂd'ns.ﬂ'agsﬁ"cod'ebﬂ 1E‘3 .0 ~|Expression.. + HTIPErors
Filter Expression Preferences... Lakel: |DI'\S Errors | Filter: ns.flags.rcode }"U| | Ok I | Cancel
b .
L] L]
' 40 14
L wiLvs war

Bookmark (view, save, manage, and recall display filters)

Display Filter Area (includes auto-complete and error detection)

Clears the display filter area so no display filter is applied to the trace file

Applies the currently shown display filter during a live capture or to an opened trace file
Display filter drop-down history list

Expressions to walk you through creating display filters

Saves the display filter as a Filter Expression button

Filter Expression button area (blank by default)

Filter Expression Preferences (edit, activate/deactivate, reorder, or delete Filter Expression
buttons) - only visible when saving a Filter Expression button

Filter Expression Button Label (define button label) - only visible when saving a Filter Expression
button

Filter Expression Button Syntax (define button filter syntax) - only visible when saving a Filter
Expression button



3.1. Use Proper Display Filter Syntax

Becoming a master of display filters is absolutely essential to the network analyst. This is the skill you will use
to find the needle in the haystack. Learn to build, edit, and save key display filters to save yourself many
hours of frustration wading through “packet muck.”

Whereas capture filters use the BPF syntax, display filters use a Wireshark proprietary format. Except for a
few instances, Wireshark capture filters and display filters look very different.

The Syntax of the Simplest Display Filters

The simplest display filters are based on a protocol, application, field name, or characteristic. Display filters
are case sensitive. Most of these simple display filters use lower case’! characters.

Display Filter
Type Example Description

Protocol arp Displays all ARP traffic including
gratuitous ARPs, ARP requests, and
ARP replies

Protocol ip Displays all traffic that contains an
IPv4 header.

Protocol ipvé Displays all IPv6 traffic including
IPv4 packets that have IPv6 headers
embedded in them, such as 6to4,
Teredo, and ISATAP traffic

Protocol tep Displays all TCP-based
communications

Application bootp Displays all DHCP traffic (which is

based on BOOTP). See Determine Why
Your dhcp Display Filter Doesn’t Work

Application dns Displays all DNS traffic including
TCP-based zone transfers and the
standard UDP-based DNS requests
and responses

Application tftp Displays all TFTP (Trivial File
Transfer Protocol) traffic

Application http*? Displays all HTTP commands,
responses and data transfer packets,
but does not display the TCP

handshake packets, TCP ACK packets
or TCP connection teardown packets

Application icmp Displays all ICMP traffic
Field bootp.option.hostname Displays all DHCP traffic that
existence contains a host name (DHCP is based
on BOOTP)
Field http.host Displays all HTTP packets that have
existence the HTTP host name field. This packet

is sent by the clients when they send a
request to a web server

31 Watch out for VoIP display filters —for some reason there are several VoIP-related display filters that use upper case
and lower case characters.

32 Watch out when using display filters based on a TCP-based application name. Running a filter for “http” will not
show you the entire picture of a browsing session. For more information, see Be Cautious Using a TCP-based Application
Name Filter.



Field ftp.request.command Displays all FTP traffic that contains a
existence command, such as the USER, PASS, or
RETR commands
Characteristic tcp.analysis.flags Displays all packets that have any of
the TCP analysis flags associated with
them — this includes indications of
packet loss, retransmissions, or zero
window conditions
Characteristic ~tcP-analysis.zero _window Djgplays packets that are flagged to
indicate the sender has run out of
receive buffer space
' TiP

The most common mistake made when entering a display filter is using capture filter syntax. Capture filters use the BPF format
whereas display filters use a proprietary format. There are a few times when the same filter works as both a capture and display filter.
Forexample, ip and icmp can be used both as capture filters and display filters.

In Figure 58, we filtered on the DNS traffic in a web browsing session. This is a great filter when you want to
know the interdependencies between web sites. Using this filter, we can see that browsing to
www.wireshark.org causes a storm of DNS queries to resolve the IP addresses associated with the links on the

page.

The Status Bar indicates that there are 208 DNS packets in this trace file.

M hitp-browse101.peapng = m} X
File Edit View Go Capture Analyze Statistics Telephony Wireless Tools Help
},I\@ BB SRe=F == QqQaH
[ildns ) ﬂj '_| Expression.. + HTTP Errors
W Time Source Destination Protocol Info A |
—|- 1 ©.0900000 24.6.173.220 75.75.75.75 DNS Standard query ©@x9ba8 A www.wireshark.o
<~ 2 @.021978 75.75.75.75 24.6.173.220 DNS Standard query response 9x9ba8 A www.wi

3 ©.e00783 24.6.173.22@0 75.75.75.75 DNS Standard query 9x892@ AAAA www.wireshar

4 ©.030017 24.6,173,.220 75.75.75.75 DNS Standard query 9x8928 AAAA www.wireshar

5 ©.003284 75.75.75.75 24.6.173.220 DNS Standard query response 0x8920 AAAA wwwW

7 ©.ee975@ 75.75.75.75 24.6.173.228 DNS Standard query response 0x8920 AAAA wwwW

20 0.874579 24.6.173.22@ 75.75.75.75 DNS Standard query @xd42c A dmru24wd6caus.c

22 9.0016409 24.6.173.220 75.75.75.75 DNS Standard query 9xe8b3 A ws.cf.wireshark

23 @.060703 24.6.173.220 75.75.75.75 DNS Standard query 0x4ca@® A www.google.com

25 8.011559 75.75.75.75 24.6.173.228 DNS Standard query response @x4ca@ A www.go

26 0.060774 24.6.173.220 75.75.75.75 DNS Standard query Oxbeb5 AAAA www.google.c

27 @.eevda4 75.75.75.75 24.6.,173.220 DNS Standard query response @xe8b3 A ws.cf.

28 0.080693 24.6.173.228 75.75.75.75 DNS Standard query 9x5843 AAAA ws.cf.wiresh

36 @.004908 75.75.75.75 24.6.173.220 DNS Standard query response @xd42c A dmru24
.38 @A.000GR80 24.6.173.228 75.75.75.75 DNS  Standard auerv Oxh101 AAMA dmru2dwd6eau Y]

[

Packets: 2011 - Displayed: 208 {10.3%) - Load time: 0:0.41

Profile: wireshark 101

Figure 58. We filtered on all the DNS traffic to see what host names were resolved. [http-browsel01.pcapng]



Use the Display Filter Error Detection Mechanism

Remember that display filters are case sensitive. If you type DNS instead of dns, Wireshark will show a red
background in the display filter area to indicate this filter will not work. A yellow background is a warning
that your filter may not work as desired. A green background indicates your filter is properly formed, but be
careful. Wireshark does not do a logic test.

We will look into display filter problems in Determine Why Your dhcp Display Filter Doesn’t Work and Why
didn't my ip.addr != filter work?



Learn the Field Names

Many of the display filters you will apply are based on field names (such as http.host). To learn a field
name, select the field in the Packet Display list and look at the Status Bar, as shown in Figure 59. In this
example, we clicked on frame 10 in the Packet List pane and then expanded the HTTP header in the Packet
Details pane. When we clicked on the Request Method line in the HTTP section of the packet, the Status Bar
indicated this field is called http.request.method.

M hitp-browse101 peapng == m} X
Eile Edit Yiew Go Capture Analyze Statistics Telephony Wireless Tools Help

AEi® RE Qes=FbzE=aaaqn

| A |.%-J'_1w a display filter ... <Ctrlf> > | Expression... =+ HTTP Errors
No, Time Source Destination Protocol Info A i

10 ©.000853 24.6.173.220 174.137.42.75 HTTP GET [/ HTTP/1.1 |
11 0.020101 174.137.42.75 24.6.173.220 TCP 80 > 42379 [ACK] Seq=1 Ack=292 Win=6912

12 ©.,003404 174.137.42.75 24.6.173.220 HTTP HTTP/1.1 280 OK [Unreassembled Packet]

13 @e.eei1870 174.137.42.75 24.6.173.220 TCP 80 -+ 42379 [ACK] Seq=1461 Ack=292 Win=6

14 ©.000662 24.6.173,220 174.137.42,75 TCP 42379 » B@ [ACK] Seq=292 Ack=2921 Win=6 v

Frame 10: 345 bytes on wire (2760 bits), 345 bytes captured (2760 bits) on interface @ &
Ethernet II, Src: HewlettP_a7:bf:a3 (d4:85:64:a7:bf:a3), Dst: Cadant_31:bb:cl (@@:81:5c:3..
Internet Protocol Version 4, Src: 24.6.173.220, Dst: 174.137.42.75
Transmission Control Protocol, Src Port: 42379 (42379), Dst Port: 8@ (8@), Seq: 1, Ack: 1..
~ Hypertext Transfer Protocol :
¥ GET / HTTR/1.1\r\n
[Expert Info (Chat/Sequence): GET / HTTP/1.1\r\n]
Request Method: GET

Request URI: /
R a2ty + BT

) 7 HTTP Request Method (http.request.method), 5 | Packets: 2011 - Displayed: 2011 (100.0%) - Load time: 0:0.34 | Profile: wireshark101

Figure 59. Click on a field and look at the Status Bar to learn the field name. You may need to expand this column on the Status Bar to
see the entire field name. [http-browsel01.pcapng]

In Figure 60, we typed http.request.method in the display filter area to display all packets that contain
this field?. Notice that the Status Bar indicates that this trace file, http-browse101.pcapng, contains 2,011 packets
and only 103 packets match our filter.

This is a great filter to determine what elements are requested by an HTTP client. Web servers do not send
HTTP request methods, they send HTTP response codes. In Lab 18 you will build a filter for the HTTP 404
response code.

3 You will learn to use the right-click Prepare a Filter and Apply as Filter features to create a filter based on a field name
and value in Quickly Filter on a Field in a Packet.



M hitp-browse101 peapng == m}
File Edit View Go Capture Analyze Statistics Telephony Wireless Tools Help
43 20l RB Ico=FTIZEaQaH
hittp.request,method [] ~| Expression..  + HTTP Errors
Mo, Source Destination Protocol Info A
@.e00000 24.6.173.220 174.137.4 HTTP GET / HTTP/1.1
, 31 ©.078468 24,6.,173.220 174.137.42. HTTP GET /favicon.ico HTTP/1.1
41 e.e18247 24.6.173.220 174.137.42. HTTP GET / HTTP/1.1
68 ©.831927 24.6.173.220 174.137.42.7 HTTP GET /css/ws-2011-18.css HTTP/1.1
61 ©.000334 24,6.173.220 205.251,215.68 HTTP GET /episodes.v@.32.min.js HTTP/1.1
8@ ©.029517 24.6.173.220 174.137.42.75 GET /webtuna.js HTTP/1.1
9 ©.837108 24.6.173.220 174.137.42.75 GET /js/jql.3.2+sf+hi.js HTTP/1.1
119 ©.03e974 24.6.173.220 174.137.42.75 GET /js/shareNice.js HTTP/1.1
125 ©.012466 24.6.173.220 23.67.247.73 GET /image/announcement.png HTTP/1.1
128 ©.0e5213 24.6.173.228 23.67.247.73 GET /image/video2.png HTTP/1.1
133 ©0.000818 24.6.173.220 23.67.247.73 GET /image/CACE_PILOT screens.gif HTTI
134 ©.eee386 24.6.173.220 23.67.247.73 HTTP ET /image/videol.png HTTP/1.1
141 ©.006832 24.6.173.220 23,67.247.73 HTTP T /image/AirPcap_device.png HTTP/1.:
149 ©.019523 24.6.173.220 23.67.247.73 HTTP G image/header.jpg HTTP/1.1
| 169 @.848132 24.6.173.228 23.67.247.73 2 HTTP age/wireshark.ong HTTP/1.1 | Y|

@ || Packets: 2011 - Displayed: 103 (5.1%) - Load time: 0:0.43 || Profile: wireshark101

Figure 60. Look at the Status Bar to determine how many packets matched your filter. You may need to expand the Packets section of
the Status Bar to see the Displayed information. [http-browsel01.pcapng]

Use Auto-Complete to Build Display Filters

As you type http.request.method in the filter area, Wireshark opens a window to “walk you through” the
filter options. When you type http. (including the dot), you see a list of all possible display filters that begin
with this string. Continue typing http.request. and you will see filters that begin with this phrase, as
shown in Figure 61.

M hitp-browse101.pcapng - O x
Eile Edit View Go Capture Analyze Statistics Telephony Wireless Tools Help
dm 29 ERB Recs=Tiz=Eaqan
[ 1 [http.request B0 ~|Ewpresson.. | + HITPErrors
No. T ittpregueest Sl Destination Protocol Info A
http.request.line -
1 @ hitp.request.method 75.75.75.75 DNS Standard query ©x%ba8 A www.wireshark
http.request.uri
2 @ . dard query response 9x%ba8 A www.
" ﬁh“""“q”“t"’i“'c'" Auto-complete lists all available d SEny 0)(8:;6 S
display filters that begin with ra qacky AAAA wuw . wireshs
4 http.request. rd query ©x892@ AAAA www.wireshg
5 A

Figure 61. The auto-complete feature can help you build your display filter. [http-browse101.pcapng]



You can use this auto-complete feature to discover available display filters. For example, if you type tcp.
(again including the dot), Wireshark lists all TCP filters available. If you type tcp.analysis., Wireshark
lists all of the TCP analysis filters dealing with TCP problems and performance, as shown in Figure 62. You
can click on any listed filter to use it in the display filter area.

M http-browse101.peapng = m] .
Eile Edt View Go Capture Anslyze Statistics Telephony Wireless Tools Help
AR @ TRBRe2=F S EQAQaH
[ [tep.anatysis. [%] ~| Expression...  + HTTP Errors
No. 1 :cp‘ana:ysts.ac:_:':tst_segment " | Destnation Protocol Info A
Cp.analysis.ack_|
1 ‘t(;ana\;sws.ack;_frame 75.75.75.75 DNS Standard query 8x9ba8 A www.wireshark.—
tcp.analysis. b flight
2 ﬂt;E\:::;;;Hpﬁf;‘;t;_f(k 24.6,173.220 DNS  Standard query response @x9ba8 A www.v
3 itcn‘ana:wS-Sup:lcate_ﬂct_ﬁame 75.75.75.75 DNS Standard query Bx8928 AAAA www.wiresh:
teps z it
4 itz::::\::;faiff,z,:;::ngf;: DNS Standard query 0x8920 AAAA www.wiresh:
BN ¢ tcpanalsistiags 24.6. esponse @x8928 AAAA wv
tep.analysis.initial_rtt 3 . .
[— 6 € tep.analysic.keep_alive 174. TCP packets analyzed by Wireshark's Seq=0 Win=8192 Len=0
7 ‘t(p‘ana\ys\5.keep_a\ive_ack 24, Expert System can be viewed using sponse Gx8920 AAAA wv
' TChirae 0 st one of the filters beginning with s ;
8 ﬂt(p‘ana:ysws.out_nf_ordgr 24, top.analysis ACK] Seq:ﬁ Ack=1 Win=
tcp.analysis.retransmission = v L
G b 174, Seq=1 Ack=1 Win=6570¢
SEPEY (panalysis.ria 174,.137.42.75 HTTP GET / HTTP/1.1
tcp.analysis.rto_frame
11 ‘tcp‘ana\ys\s.spurluus_retransmlssmn 24.6,173.220 TCP 88 » 42379 [ACK] SEq=1 Ack=292 Win=691
L ¥124.6.173.220 HTTP HTTP/1.1 20@ OK [Unreassembled Packet’
13 ©9.001876¢ 174.137.42.75 24.6.173.220 TCP 80 » 42379 [ACK] Seq=1461 Ack=292 Win=
14 ©.0008662 24.6.173.220 174.137.42.75 TCP 42379 + 80 [ACK] Seq=292 Ack=2921 Win:
15 0.021464 174.137.42.75 24.6.173.226  TCP 86 -» 42379 [ACK] Sea=2921 Ack=292 Winz ¥
O 7 Invalid filter: “tcp.analysis, " is neither a field nor a protocol name. || Packets: 2011 - Displayed: 2011 {100.0%) - Load time: 0:0.33 || Profile: wiresharki101

Figure 62. Type tcp.analysis. to determine what TCP analysis flag filters are available. [http-browsel01.pcapng]



Display Filter Comparison Operators

You can expand your filter to look for a particular value in a field. Wireshark supports numerous comparison

operators for this purpose. The following table lists Wireshark’s seven comparison operators.

Operation English

Example

Description

== eq

contains

ip.src == 10.2.2.2

tcp.srcport != 80

frame.time relative > 1

tcp.window size < 1460

dns.count.answers >= 10

ip.ttl <= 10

http contains "GET"

Display all IPv4 traffic from
10.2.2.2

Display all TCP traffic from
any port except port 803

Display packets that arrived
more than 1 second after the
previous packet in the trace
file

Display when the TCP
receive window size is less
than 1460 bytes

Display DNS response
packets that contain at least
10 answers

Display any packets that
have 10 or less in the IP Time
to Live field

Display all the HTTP client
GET requests sent to HTTP
servers

Use comparison operators when filtering for TCP-based applications. For example, if you want to see your

HTTP traffic that runs over port 80, use tcp.port==80.

TIP

You do not need a space on either side of an operator. The filter ip . sre==10.2.2.2 works the same as ip.src ==

10.2.2.2.

3 Be careful using the = operator. Refer to Why didn’t my ip.addr != filter work? for more details on issues with this

operator.



Use Expressions to Build Display Filters

If you absolutely have no idea how to filter on something, click the Expression button on the display filter
toolbar. In the Filter Expression window, you can type the name of the application or protocol in which you
are interested to jump to that point in the Field Name list. In Figure 63, we typed “SMB” in the Search area and
expanded the SMB - SMB (Server Message Block Protocol) listing to view the available fields.

The Relation option can be used to either create a field existence filter (field is present) or to add a comparison
operator. You may find predefined values for the field you select. Unfortunately, not all fields are broken out
as thoroughly as the smb.nt_status field.

We selected smb.nt_status as the field, > as the relation and STATUS_SUCCESS as the predefined value.
Wireshark displays the value 0x0 which is the value seen in the NT Status field in responses indicating
success. Since we selected the > operator, we are looking for responses that are not successful (when the value
is greater than 0x0 in the NT Status field). Wireshark placed smb.nt_status > 0x0 in the display filter
area. We clicked the OK and then the display filter Apply button the place the filter on the traffic. LCLC
NOTE that != is broken in Display Filter Expressions area.

4 &

aAm 1@ AR ReEFT Y (EFQAqan

L] ‘smb‘nt_sah.ls =0

Expression.. )+ HTTP Er-ors

sion Setup AndX Response, NTLMSSP_CHA..
ession Setup AndX Response, Error: STAT..

Source Destination Protocol Info
192.168.0.99 152.168.0.88 SMB
192.168.0.99 192.168.0.88 SMB

No. Time
21 oa.
23 0.0e12

M Wireshark - Display Filter Expression ? X
Field Name Relation

KRBS - Kerberos is present

* SMB « SMB (Server Message Block Protocol) ==
smb.nt_gsd - Security Information
smb.nt gsd.dacl - DACL
smb.nt_gsd.group - Croup
smb.nt_gsd.owner - Owner
smb.nt_gsd.sacl - SACL
smb.nt_status - NT Status
smb.nt_transaction_setup . NT Transaction Set...
smb.nt_transaction_setup.uncnown - Expert Info

A v AT
o

\alie (| Insigned integer, 4 hytes)

[0

Predefined \aluee

o7

STATUS_SUCCESS al =
STATUS_WAIT_1

STATUS WAIT 2 v

< >

Range {offset:length)

Search: |SMB.nt_

smb.nt_stats > 03(0_-) |
Click OK o inssit this filer
Cancel Hep

Figure 63. We are using Expressions to create a filter for SMB error responses (SMB NT status values greater than 0x0,
STATUS_SUCCESS). [smb-join101.pcapng]



(3 Lab 14: Use Auto-Complete to Find Traffic to a Specific HTTP Server

In this lab we use Wireshark’s auto-complete feature to filter on specific HTTP communications. Ultimately,
we are interested in client requests to a particular server. This trace file, http-sfgate101.pcapng, was captured as
someone browsed a web site and then filled in a feedback form on that site asking about iPad support.

Step 1: Open http-sfgatel01.pcapng. Look through the trace file to get a feel for the traffic. You should see
lots of DNS and HTTP traffic in this trace file. The target site, SF Gate, is an online paper focused
on events in San Francisco, California. The online paper is owned by the Hearst Corporation —you
will see numerous references to “Hearst” in the trace file3>.

Step 2: We will use the auto-complete feature to begin this display filter. In the display filter area, type
http. (including the dot). A drop-down menu appears listing all the filters available that begin
with the http. pattern.

M http-sfgate10l.pcapng - ] b4

File Edit View Go Capture Analyze Statistics Telephony Wireless Tools Help

dm s ® REBSRe=2=ETIZ=a88H

(W [http. [X] ~| Expression..  +

” http.accept ~ : 79

o, Shihoccibencading Destination Protocol Info —

| 2| httpaccept language .220 184.86,112.74 HTTP GET /datapair?net=ep&segs= HTTP/1.1 —

| .,102 24.6.173.220  HTTP HTTP/1.1 302 Found

} 2 :ttp‘aut:mmx‘domaind 1.220 184.86.112.74 HTTP GET /datapair?net=ex&segs= HTTP/1.1
ttp.authcitrix,|

} 2 mﬁ:ﬁth:tzip::f:r 24.86.112.74 HTTP GET /pfadx/cm.adaptv/video_romney_cal

| 2{httpauthcitrixuser 12 HTTP/1.1 208 OK (GIF89a)

i http.authorization = i = s

| 2| nttp.cache control ) TT:IS dl:n'ﬂx;:“ﬂ_lllﬁls HTTP/1.1 260 OK (GIF89a)

| hitp.chat ased on the .

! L 12 dissactor capabllities HTTP/1.1 307 Temporary Redirect

;2 :gp‘t:m:as‘zed =] o2 GET /adserver/e?type=playererror&errd |

1 e el : e P GET /a/h/HugelZgll Xbwoj9zWOAghDCxmF2 [

} e e 8.141 24.6.173.220 HTTP.. HTTP/1.1 200 OK ol

i http.content_encoding

| 2{http.content_length 2,227 24.6.173.220 HTTP HTTP/1.1 284 No Content

% pettenk e b vJ,220 93.184.216.169 HTTP GET /flash/modules/view/1.6/LinearVPA

‘ ; i L

Step 3: Let’s use this list to find out what HTTP hosts were accessed in this trace file. Scroll down the list to
find and click http.host. Click the Apply button l=4 or press Enter. The Status Bar should
indicate that 464 packets matched your filter. Each of those packets contains an HTTP Host field.

W' s - N & s SN N SN W VS RSN, = ° Y
2914 ©.014341 24.6,173,220 184.86,112.74 HTTP GET /pfadx/cm.adaptv/..
2938 ©,238943 24.6,173.220 67.192,92.227 HTTP GET /adserver/eXtype=..
2939 @.880651 24.6.173.220 74.217.78.141 HTTP GET /a/h/HuqeLZgU Xbw..

o= | Packets: 1§78 - Displayed: 464 (4,0%) * [Bbe time: 0:0.223|| rofile; wireshark101

35 Yes—that is the same “Hearst” as Patty Hearst, the famous Symbionese Liberation Army (SLA) bank
robber/millionaire socialite. The Hearst Corporation was founded by Patty Hearst’s grandfather, William Randolph
Hearst.



Step 4:

You certainly do not want to scroll through 464 packets to look into the HTTP Host field of each
packet. Let’s add a column for this field so we can easily see which hosts were contacted.

This Host column may already exist since you created this column in Lab 4. If your Host column is

hidden, right-click on any column heading and enable the Host column entry.

If your Host column was not saved, click on any packet displayed, expand the Hypertext Transfer
Protocol section in the Packet Details pane (use right-click and select Expand Subtrees to fully
expand the HTTP section of the packet).

Right-click on the Host field and select Apply as Column.

‘ http-sfgatel0l.pcapng

~

File Edit View Go (Capture Analyze Statistics Telephony Wireless Tools Help

dEm ;@ AR et iiEEQQaaH

[ [http.host EAIEd ~] Expression... | +

Mo, Time Protocol Source Destination Host Info =
8 0.000000 HTTP 24.6.173.220 208.93.137.180 |www.sfgate.com |GET /{

| 33 ©.194826 HTTP 24.6.173.220 208.93.137.180@ |www.sfgate.com | GET /¢

I 34 ©.000425 HTTP 24.6.173.,220 208.93,137.180 |www.sfgate.com |GET /¢

: 37 ©.000299 HTTP 24.6.173.220 208.93.137.180 |www.sfgate.com | GET /e

I 42 0.001643 HTTP 24.6.173.220 208.93.137.180 |www.sfgate.com | GET /¢

[feedback/

.1

[Expert Info (Chat/Sequence): GET /feedback/ HTTJV/1.1\r\n]
Request Method: GET
Request URI:

CHi:?u:: .sfgate. com\r\n

@ = HTTP Host {http.host), 22 bytes

|| Packets: 11678 - Displayed: 464(2.0%) - Load time; 0:0.223 || Profile: wireshark101



Step 5: Scroll through the trace file to see the numerous hosts that the client requested files from during
this web browsing session. Consider using this Host column when you are analyzing web
browsing sessions.

Now let’s find out what the client sent to a particular server. As mentioned earlier in this lab, SF
Gate is owned by the Hearst Corporation.

Type in the display filter area to expand your display filter to http.host contains "hearst".

Only 10 packets should match your filter now. In the image below, we can see why packet 159 is
displayed. The word “hearst” appears in the http.host field.

M http-sfgate101.peapng = m] #
File Edit View Go Capture Analyze Statistics Telephony Wireless Tools Help

Am i ® RERes=f i =aqaaH

L] |http.host contains hearst” [X] ~| Expression +
No; Time: Destination Host. Info A

159 0.000000 HTTP

208.93,137.180 aps.hearstnp... GET /&
388 0.127133 HTTP 24.6.

208.93.137.180 aps.hearstnp... GET /¢
406 0.029183 HTTP 24.6. R68.93.137.18@ aps.hearstnp... GET /&
458 0.163355 HTTP 24.6.173.220 % .93.137.18@ aps.hearstnp... GET /¢

| 586 ©.554234 HTTP 24.6.173.220 21@155.207.26 cm.npc-hearst.. GET /3 v

>

: 10625 (10625), Dst Port: 80 (80).. "

Transmission Control Protocol, Src Po
¥ Hypertext Transfer Protocol
~ GET /Scripts/loadAds.js HTTP/1.13F
[Expert Info (Chat/Sequence
Request Method: GET

An_
User-Bg T 575:9 (Windows NT 6.1; WOW64; rv:16.8) Gecko/20160101.. .

() ¥ HTTP Host (http.host), 24 bytes Packets: 11678 - Displayed: 10{0.1%) - Load time: 0:0.221|| Profile: wireshark 101

Step 6: It’s time to look specifically for a POST command.

First, examine the HTTP section of any packet in the Packet Details pane. Make sure the HTTP
section is fully expanded. Click on the Request Method field in one of these HTTP packets (just a
few lines above the Host field). Notice the name of the field in the Status Bar area—
http.request.method. We are looking for a POST request method in this field. We know the
field name and now we know the value we want to find.

In the display filter area, replace your current filter with http.request.method=="POST" and
click the Apply button ==l or press Enter 3.

Twelve packets should match your new filter.

S S NP WY SN VN WSS v S e
~ POST / HTTP/1.1\r\n

[Expert Info (Chat/Sequence): POST / HTTP/1.1\r\n]
Request Method: POST
Request URI: /

(D 7 =TT RecuestMethod (hip -equest method), dbytes. || Packess: 1157(Dimp_|aysd' 12 (0. 1%) 3

hozd time: 0:0.272 || Profie: wresharkint

36 We could have also used http.request.method contains "POST".



Step 7: Scroll through the 12 packets to look for a reference to extras.sfgate.com in your Host column.
That’s the server on which the user posted the message about iPad support.

You should be looking at frame 10,022. Look through the Packet Bytes pane to read the message
that was posted. You should see the name of the submitter too—Scooter. You could also see this

information at the end of the HTTP section in the Packet Details pane (see the HTML Form URL
Encoded section).

M http-sfgate101.peapng == O >
File Edit View Go Capture Analyze Statistics Telephony Wireless Tools Help

dE 7 ® RE Res=F i =Eaaqaaqn

|i|ht1p.request.meﬂwod=='PDF[' m -|Expressiuﬂ ool

No. Time Protocol Source Destination Host, Info o
3418 4.189873 HTTP 24.6.173.220 208.81,191.1. www.meebo.com POST
3419 9.00036@ HTTP 24.6.173.220 208.81,191.1.. www.meebo.com POST
3476 @.245204 HTTP 24.6.173.220 268.81,191.1.. ol MES om POST
16622 59,080083 HTTP 24.6.173.220 208.93.137. BDST
10406 5.266161 HTTP 24.6.173.220 ... reeh 0 POST v

POST /sfgate/modules/formHandlers,
extras.sfgate.com\r\n
74 2d 4c 65 6e 67 74 68

MailHandler.php HTTP/1.1\r\n

R 20 34 34 31 od @a nt-Lengt h: 441.. ~»
Pa 66 65 65 64 62 61 63 @b 54 6f 70 69 63 3d . .feedba ckTopic=
75 70 70 6f 72 74 2d 69 Mg 61 64 26 66 65 65 support- ipad&fee
62 61 63 6b 4e 61 6d 65 3d ; 74 6 dbackNam e=Scoote
26 66 72 6f 6d 41 64 64 72 3d 7 ! B r&fromAd dr=scoot
72 39 39 39 25 34 30 67 6d 61 69 6¢ 2e 63 6f er999%40@ gmail.co

(0 ¥ HITP Host (http.host), 25 bytes || Packets: 11673 - Displayed: 12(0.1%) * Load time: 0:0.222 || Profile: wireshark101

Step 8: LAB CLEAN-UP | Right-click on your new Host column and unselect that column from the list to hide

it. If you want to view this column again later, you can right-click on any column heading and
select it from the column list.

Click the Clear button & to remove your display filter.

Practice with Wireshark’s display filters to extract just the traffic of interest. Keep reading through this chapter
to learn various tips and tricks for display filtering.



3.2. Edit and Use the Default Display Filters

You don’t need to start from scratch. Wireshark includes many default display filters that you can use as a
reference to make new display filters. Add to these default display filters to create a more efficient analysis
system.

Click the Bookmark button " in the display filter area to view saved predefined or custom filters as shown in
Figure 64.

M http-sfgatel101.pcapng — O X
File Edit View Go Capture Analyze Statistics Telephony Wireless Tools Help

4= ® "RERe=22TL S =AA]aH

-

er ... <Ctrl-f= ~] Expression:. +

Save this filter

Ini

Manage Display Filters Click the bookmark icon in the P
Manage Filter Expressions display filter area to view the Pt
Ethernet address 00:00:5e:00:53:00; eth.addr== 00:00:5:00:33:00 pr.EdEﬁr‘l-e-cI dlspl_ay Nt orsave P
additional display filters
Ethernet type D0xD806 (ARP): eth.type == 0x0B06 Pi
Ethernet broadcast: eth.addr == fi:ffffiffiffff Pi o
Mo ARP: not arp — 3
IPvd only: ip ~

IPv4 address 192.0.2.1: ip.addr== 192.0:2.1
IPwd address isn't 192.0.2.1 (don't use != for thisl): [(ip.addr == 192.0.2.1)

IPvb only: ipvb
IPvG address 2001:db8:1: ipvb.addr == 2001:db8:1

IPX only: ipx
TCP only: tep

UDP only: udp

Non-DNS: l{udp.port == 53 || tcp.port == 53)

TCP or UDP portis 80 (HTTP): tep.port == 80 || udp.port == 80

HTTP: http

Mo ARP and no DNS: not arp and !{udp.port == 53)

MNon-HTTP and non-SMTP to/from 182.0.2.1: ip.addr == 192.0.2.1 and not tep.port in {80 25}

nt-Lengt h: 441..
«.feedba ckTopic=

Load time: 0:0.222 || Profile: wireshark101

Figure 64. Consider removing any predefined display filters that you will not use. [http-sfgate101.pcapng]

Be careful before using a default display filter. The Ethernet and IP host filters have values that likely do not
match your network. You must edit these filters or use these filters as a “seed” to create your own set of
Ethernet or IP address filters. You will use this technique in Lab 15.

To quickly apply more complex filters to your traffic, you can easily add to this list of saved display filters.

*TIP

Display filters are saved in a file called dfilters. It is just a text file and you can use any text editor to edit the file (to add filters, delete
filters, or rearrange filters, for example). To find out where your dfilters file is, first look at the name of the profile in which you are
working. The current profile name is shown on the right side of the Status Bar. If this area indicates you are in your “Default’ profile,
select Help | About Wireshark | Folders and double-click the Personal Configuration folder hyperlink. The dfilters file is in this
directory.

If you are using a different profile, follow the same steps to open your Personal Configuration folder, but look for a profiles subdirectory.
There will be a subdirectory under profiles that is named after each available profile. Look inside the appropriate profile directory to find
the dfilters file.



(1 Lab 15: Use a Default Filter as a “Seed” for a New Filter

You can use the default display filters as a template to create and save new custom display filters. This method
helps you remember the display filter syntax and ensures that the syntax is correct. We will create a display
filter for all traffic to or from your IP address.

Step 1: To obtain your IP address, either click the Capture Options button ® and expand the interface
information or use the command-line tools ipconfig or ifconfig.

Step 2: Click the display filter Bookmark button M (to the left of the display filter area) and select Manage
Display Filters.

Step 3: Select the IPv4 address 192.0.2.1 display filter and click the Copy button ™. This creates a new
copy of that default display filter and places it at the bottom of the display filter list.

Step 4: Change the new filter name to “My IP Address” and replace 192.0.2.1 with your IP address in the
Filter area. We used the IP address 10.1.0.1 in our example below.

M \Wireshark . Display Filters 7 >
hame Filter Ex
|Pvd address isn't 192.0.2.1 [don't use != for this!) lip.addr == 192.0.2.1)

IPvE anly bl
IPvE address 2000:db8:1 ipvB.addr == 2007:dbd:1
IPX only ipx
TCP only tcp
UDP only udp
Mon-DNS ludp.port == 53 || tep.port == 53)
TCP or UDP port is 80 (HTTP) tepoport == 80 || udp.port == 80
HTTP http
No ARP and no DNS not arp and [{udp.pert == 53)
I My [P address ip.addr ==10,1,10,1

Cancel Help

Step 5: Click OK to save your new display filter and close the Display Filter window. When you want to
use this filter, you can now click the Bookmark button and select it off the saved display filter list.

Spend some time creating a set of filters based on your Wireshark system’s IP’ address and MAC address (an
Ethernet address filter). You might want to delete default filters that you do not need, for example, if you plan
to type the display filter for TCP only traffic (tcp), you can delete this filter. If you never plan on using one of
the display filters (IPX only, perhaps), delete it. Keep your filter list as clean as possible.



3.3. Filter Properly on HTTP Traffic

Being able to properly filter on browsing sessions is important when you are troubleshooting your own web
browsing session or helping determine why the company web site loads slowly. Don’t make the most
common mistake of all —using an application name in your filter.

There are two methods used to filter on HTTP traffic.

http
tep . port==xx (Where xx denotes the HTTP port in use)

The second filter method is a better option when analyzing traffic. Let's examine why by comparing the use of
each filter on a trace file of a web browsing session.

Test an Application Filter Based on a TCP Port Number

First let’s open http-wiresharkdownload101.pcapng. This trace file contains a connection to www.wireshark.org and
a request to download a copy of Wireshark. We applied the tcp . port==80 display filter and find that,
indeed, all of the packets match our filter, as shown in Figure 65. That’s good because that’s all we have in the
trace file.

M hitp-wiresharkdownload 101, peapng — O X
File Edit View Go Capture Analyze Statistics Telephony Wireless Tools  Help
AR 5@ RE Qe==F iz =Eaqqan
|-:4 |1.c|:l.port==8[] m '_| Expresgion;,. =
Mo, Time Protocol Source Destination Info
— 1 ©8.00000@ TCP 24.6.173,220 67.228,110.1.. 25918 -+ 80 [SYN] Seq=¢
2 8.833574 TCP 67.228.110.1.. 24.6.173.220 8@ + 25918 [SYN, ACK]
3 @.000197 TCP 24,6,173.220 67.228.110.1.. 25918 + 8@ [ACK] Seqg=1
4 @.00035@¢ HTTP 24,6.173,220 67.228,110.1.. GET /download.html HTI
5 8.833234 TCP 67.228,110.1.. 24.6.173.220 8@ + 25918 [ACK] Seg=1
6  ©0.011110 HTTP 67.228.110.1. 24 The top port—so filter displays {text
7 @.081257 TCP 67.228.110.1.. 2 all our web browsing traffic as eg=1
8 @.000004 TCP 67.228.110.1.. 24 well asthe TCP connection setup  |eg=2
9  ©.000885 TCP  24.6.173.220 67, 2ndmanagementframes-NICEl Joo_¢
186 0.03318@ TCP 67.228.110.1.. 24.6.17 )0 8@ » 25918 [ACK] Seqg=4
11 @.0008003 TCP 67.228.116.1.. 24.6.17 ’0 8@ -+ 25918 [PSH, ACK]
12 0.000726 TCP 24,6,173,220 67.228,13 |1.. 25918 -+ 80 [ACK] Seqg=€
| 13 @.118675 HTTP 24,6.173.220 74.125.224}1. GET /_ utm.gif?utmwv=5
l 14 9.939545 HTTP 74,125.224.1. 24.6.173.24P0 HTTP/1.1 200 OK (GIF&
(:Z' > Packets: 19246 * Displayed: 192496 (100.0%) * Load time; 0:0.360 || Profile: wireshark101

Figure 65. Our port number-based filter displays all the packets in this wireshark.org browsing session.
[http-wiresharkdownload101.pcapng]




Look closely at the Protocol column of packet 20 in Figure 65 (also shown below).

| 20 ©0.056291 67.228.110.1. 24.6.173.220 |TCP| 80 - 25919 [ACK] Seg=1 ..

Notice that Wireshark indicates this is a TCP packet, not an HTTP packet. Wireshark doesn’t see any HTTP
commands or responses in the packet so the HTTP dissector wasn’t applied to the packet. It’s just a TCP
packet (TCP ACKs, FINs, RSTs, and the three-way TCP handshake are simply listed as TCP).

If you want to see the TCP connection establishment, maintenance and teardown packets, this is the filter to
use (and you always want to see those TCP packets, by the way).

Be Cautious Using a TCP-based Application Name Filter

Now let’s see what happened when we placed the http filter on the traffic. In Figure 66, you can see that
Wireshark displays 85 packets. Those are the packets that contain HTTP in the Protocol column.

Note: If you see only 12 frames, your TCP preference is set to reassemble TCP streams. Review Lab 5 to
properly configure Wireshark for this lab.

M http-wiresharkdownload101.peapng - O x

File Edit View Go Capture Analyze Statistics Telephony Wireless Tools Help

a4 = @® REQe==piE5EaqaH

[ |http [¥] '_| Expression... =+

Nos Time Source Destination Protocol Info .
4 0.000000 24.6.173.220 67.228.110.1.. HTTP GET /download.html HTT
6 0.044344 67.228,110,.1.. 24.6.,173.220 HTTP HTTP/1.1 200 OK (text

| 13 @.15473@ 24.6.173.220 74,125.224,1.. HTTP GET /__utm.gif?utmwv=5

: 14 0.039545 74.125,224.1.. 24,6,173.2280 HTTP HTTP/1.1 200 OK (GIFE

| 19 ©9.890550 24.6.173.220 67.228.110.1. HTTP GET /image/ipv4.gif?id

| 21 0.857668 67.228.110.1. 24.6.173.220 HTTP HTTP/1.1 200 OK (GIFé&

| 25 ©.100771 2002:1806:ad.. 2607:f0d0:20.. HTTP GET /image/ipv6.gif?ic

| 28 ©.202988 2607:f0d0:20.. 2082:1806; OK (GIFE

| 33  3.016747 24.6.173.220 69.4.231.§ ehttpfiterdisplays L.y in30,

| 35  ©.089937 69.4.231.52 24.6,173.4_ only3S pactels oK (appl -
Ethernet II, Src: HewlettP_a7:bf:a3 (d4:85: a7:bf:a3), Dst: Cadant_31:b.. "
Internet Protocol Version 4, Src: 24.6.173.2 Dst: 67.228.110.120
Transmission Control Protocol, Src Port: 25918,\(25918), Dst Port: 80 (8@)..

- Hypertext Transfer Protocol : v

@ 7 Transmission Control Protocel (tcp), 20 bytes Packets: 19246 - Displayed: 85 (0.4%) - Load time: 0:0.364 || Profile: wiresharki01

Figure 66. The http filter does not show the TCP handshake, ACKs, or connection teardown process.
[http-wiresharkdownload101.pcapng]

This is an incomplete picture of the web browsing session and we wouldn’t be able to detect TCP errors using
this http filter. It is always better to use a port number filter on applications that use TCP.

"TIP

Unfortunately, Wireshark’s default filter for HTTP traffic is simply ht tp. Consider editing this default filter to look for HTTP traffic
based on a port number.



1 Lab 16: Filter on HTTP Traffic the Right Way

This is a quick lab. We will just compare the results from applying two different display filters to the traffic.
We will use http and then we will replace it with the proper filter for this web browsing traffic.

Step 1: Open http-disney101.pcapng. If you still have a filter applied from following along with the earlier
section, simply click the Clear button Ed to remove it.

Step2:  Apply an http filter. How many frames matched your filter? You should see 4,093 frames. If 205
frames are displayed, your TCP preference is set to reassemble TCP streams. Follow the
instructions in Lab 5 to disable this TCP preference setting.

M http-disney101,pcapng = O *

File Edit Miew Go Capture Analyze Statistics Telephony Wireless Tools Help

A= ® RBERex=TaEEQaan

l |http '] Expression...  +

Mo, Time Source Destination Protocol  Length Info i
15 B.974846 24.6.173.220 199.181.132.249 HTTP 342 GET / HTTR/1.1
16 9.887487 199.181,132.249 24,6.173,228 HTTP 514 HTTP/1.1 381 Moved Per

! 32 11.415512 24.6.173.228 199.181.132.240 HTTP 338 GET / HTTP/1.1

E 34 11.458386 199.181.132.249 24.6.173.228 HTTP 1582 HTTP/1.1 286 0K (text

E 35 11.451572 199.181.132.249 24.6.173.228 HTTP 1514 Continuation

E 36 11.451575 199.181.132.249 24.6.173.228 HTTP 1514 Continuation

E 47 11.485659 199,.181.132.249 24.6.173.228 HTTP 1514 Continuation

i 48 11.486924 199.181.132.249 24.6.173.228 HITR 1514 Continuaticon

E 49 11.486928 199.181.132.249 24.6.173.226 HTTP 1514 Continuation

Frame 15: 342 bytes on wire (2736 bits), 342 bytes captured (2736 bits) on interface @

Ethernet II, Src: HewlettP a7:bf:a3 (d4:85:64:a7:bf:a3), Dst: Cadant 31:bb:cl (88:81:5c:31:bb:cl)

Internet Protocol Version 4, Src: 24.6.173.220, Dst: 199.181.132.249

Transmission Control Protocol, Src Port: 35518 (35518), Dst Port: 80 (8@), Seq: 1, Ack: 1, Len: 288
* Hypertext Transfer Protocol i { ) 1

) #  hip-disney101 || Padce'is:sl-ﬂ@zd: 4093 (G@Dmi time: 0:0.297|| Profile: Wireshark 101




Step 3:

Replace your filter with tcp.port==80 and click the Apply button ‘s or press Enter. How

many packets matched your filter now? (5,917 packets?) That's much better —you are seeing the

full picture now.

M hitp-disney107,pcapng - ] X
Eile Edit Yiew Go Capture Analyze Statistics Telephony Wireless Tools Help
aAEm s ® RBAe2=fdEEaQaH
|ﬂ|-‘tcp.pcrt==80 [X] v | Expression... |+
Mo, Time Destination Protocol Info -]
12 2.0000060 199,181,132... TCP 35518 + 8@ [SYN] Seq=@
13  ©.034726 - 24,6,173.228 TCP 80 -+ 35518 [SYN, ACK] ¢
14 ©.008075 24.6.173. 199,.181,132... TCP 35518 - 8@ [ACK] Seq=1
15 ©.000370 24.6.173.220"4199.181.132... HTTP GET / HTTR/1.1
16 ©0.032641 199,.181,132... W.6.173,226 HTTP HTTP/1.1 301 Moved Perr
| 21 08.108487 24.6.173.2280 «181.132... TCP 35519 + 88 [SYN] Seq=@
22 ©.091631 24.6.173.220 .181,132... TCP 35518 + 8@ [ACK] Seq=2i
, 29  2,176632 24.6.173,220 199.181,132... TCP 35520 ~ 8@ [SYN] Seq=@
} 36 ©.030767 199.181,132,.. .173.228 TCP 80 - 35520 [SYN, ACK] ¢
| 31 0.000135 24.6.173.220 108.181.132... TCP 35520 ~ 8@ [ACK] Seg=1 .|
> Frame 15: 342 bytes on wire (2738 bits), 342 bytes captured (2736 bits) o.. *
Ethernet II, Src: HewlettP a7:bfWa3 (d4:85:64:a7:bf:a3), Dst: Cadant_31:b..
> Internet Protocol Version 4, Src: «6.173.228, Dst: 199.181.132.249
> Transmission Control Protocol, Src 18), Dst Port: 80 (80).. .

9>

+: 35518 |
Packets: 614§ * Displayed: 5917 (96.3%) - d time; 0:0, 126

Profile: wireshark101

Scroll through the trace file with this new filter in place. Notice the Protocol column indicates that
many of the packets are TCP, not HTTP. Wireshark classifies all the TCP handshake packets and
TCP ACK packets as simply “TCP.” We want to see these packets because we want to analyze the
entire web browsing session, including the connection establishment process and

acknowledgments.

Step 4:

LAB CLEAN-UP | Click the Clear button &3 to remove your display filter before continuing,.

Always try to build application display filters based on port numbers. Although Wireshark’s display filtering
mechanism understands various application names, you won’t get a complete picture if you use application

names in your filters.



3.4. Determine Why Your dhcp Display Filter Doesn’t Work

This catches everyone who doesn’t have grey hair. We are so accustomed to talking about DHCP on an IPv4
network without acknowledging that DHCP is based on BOOTP. You only have to learn this frustrating rule
once, thank goodness.

If you type just dhep as your display filter, the display filter area turns red indicating a syntax problem, as
shown in Figure 67. (Color images are only available in ebook format.)

M dhcp-serverdiscovery101.pcapng = O *
File Edit Yiew Go Capture Analyze Statistics Telephony Wireless Tools Help
Am;® BB Re=F sEEqaan
m '|Expression... +
Time Destination Protocol Info
1 ©.000000 DHCP  DHCP Discover - Transact..
!_ 2  @.014920 [ [Thedisplayfilterwillneverwork \yep pHcp Offer - Transact..

if Wireshark's error detection
mechanism changes this field
background to red

L 3 25.025201
4  0.810745

HCP DHCP Discover - Transact..
HCP  DHCP Offer Transact..

Frame 1: 342 bytes on wire (2736 bits), 342 bytes captured (2736 bits) on i..
Ethernet II, Src: IntelCor_d@:27:d7 (@9:18:de:d@:27:d7), Dst: Broadcast (ff..
Internet Protocol Version 4, Src: 192,168.0.100, Dst: 255.255.255.255

User Datagram Protocol, Src Port: 68 (68), Dst Port: 67 (67)

Bootstrap Protoc

The Status Bar indicates that dhep
is not recognized by Wireshark as
a field or protocol name

/

g o
o 7 Invaiid filter: "dhcp®is neither a field nor a protocol name, Packets: 4 - Displayed: 4{100.0%) - Load time: 0:0.1 Profile: wireshark101

Figure 67. Since DHCP over IPv4 is based on BOOTP, you must use bootp as your filter — dhcp won't work.
[dhcp-serverdiscovery101.pcapng]

Although the Protocol column indicates the packets are DHCP, this filter will not work because DHCP is
based on BOOTP (Bootstrap Protocol).

The correct display filter syntax is bootp.
If you want to display DHCPv®6 traffic, however, you can use dhcpvé (DHCPv6 is not based on BOOTP).



3.5. Apply Display Filters based on an IP Address, Range of
Addresses, or Subnet

Instead of applying a capture filter (and possibly missing related traffic because it was tossed aside during the
capture process), use display filters to focus on someone’s traffic. These IP address display filters are probably
the most widely used filters. There are many options available when you want to see traffic to or from a
specific IP address, range of addresses, or subnet.

Filter on Traffic to or from a Single IP Address or Host

We will use the field names ip.src, ip.dst, ip.host, and ip.addr for IPv4 traffic and ipvé6.src,
ipvé6.dst, ipv6.host, and ipvé .addr for IPv6 traffic. Note that when you click on an IP address in the
Packet Details pane, it will be called ip.src, ip.dst, ipvé6.src, or ipvé.dst. The field names ip.host
and ipvé6 .host and ip.addr and ipvé . addr do not exist in packets.

The ip.host and ipvé host filters looks for any IPv4 or IPv6 addresses that resolve to a specific host
name in either the [Pv4/IPv6 source address field or IPv4/IPv6 destination address field. The
ip.addr==[address] and ipvé.addr==[address] filterslooks for specific IPv4/IPv6 addresses in
either the IPv4/IPv6 source address field or IPv4/IPv6 destination address field.

ip.addr==10.3.1.1 Display frames that have 10.3.1.1 in the
IP source address field or the IP
destination address field

!ip.addr==10.3.1.1 Display all frames except frames that
have 10.3.1.1 in the IP source address
field or 10.3.1.1 in the IP destination
address field

ipv6.addr==2406:da00:££00::6b16:£f02d Display all frames to or from
2406:da00:£f00::6b16:f02d

ip.sre==10.3.1.1 Display traffic from 10.3.1.1
ip.dst==10.3.1.1 Display traffic o 10.3.1.1
ip.host==www.wireshark.org?’ Display traffic to or from the IP

address that resolves to
www.wireshark.org

Filter on Traffic to or from a Range of Addresses

You can use the ip.addr or ipvé.addr filters with the > or < comparison operators and the logical
operator && (and) to look for packets that contain an address within a range.

ip.addr > 10.3.0.1 && Display traffic to or from 10.3.0.2, 10.3.0.3 or 10.3.0.4
ip.addr < 10.3.0.5

(ip.addr >= 10.3.0.1 && Display traffic to or from 10.3.0.1, 10.3.0.2, 10.3.0.4,
ip.addr <= 10.3.0.6) && 10.3.0.5 or 10.3.0.6 — the IP address 10.3.0.3 is
lip.addr==10.3.0.3 excluded from the range specified

ipv6.addr >= fe80:: && Display traffic to or from IPv6 addresses beginning
ipv6.addr < fecO:: with 0xfe80 through OxfecO.

%  You must enable Wireshark’s Resolve network (IP) addresses setting (Edit | Preferences | Name Resolution) in
order to use this display filter.



Filter on Traffic to or from an IP Subnet

You can define a subnet in CIDR (Classless Interdomain Routing) format with the ip.addr field name. This
format uses the IP address followed by a slash and a suffix that indicates the number of bits that define the
network portion of the IP address.

ip.addr==10.3.0.0/16 Display traffic that contains an IP address starting
with 10.3 in the source IP address field or
destination IP address field

ip.addr==10.3.0.0/16 && Display traffic that contains an IP address starting
!ip.addr==10.3.1.1 with 10.3 in the source IP address field or
destination IP address field except 10.3.1.1

!ip.addr==10.3.0.0/16 && Display all traffic except traffic that contains an IP
lip.addr==10.2.0.0/16 address starting with 10.3 or 10.2 in the source IP
address field or destination IP address field




3 Lab 17: Filter on Traffic to or from Online Backup Subnets

In this lab, we will apply a subnet display filter to examine traffic to or from a backup server for Memeo which
offers an online backup product. This traffic runs in the background, constantly checking in with the server.

Step 1: Open mybackground101.pcapng.

Step 2: Apply a display filter for DNS traffic. Note the IP addresses supplied for the api.memeo.info,
api.memeo.com, and memeo.info hosts. They all begin with 216.115.74. We will build a subnet filter
based on these starting bytes. We scrolled to the right in the image below to see more of the Info

column.
M rybackgroundiDl.peapng = O x
Eile Edit View Go Capture Analyze Statistics Telephony Wireless Tools  Help
A = ® REBE ResEd i EEaqaan
‘aldr:;\) [X] ~| Expression...  +
‘I-nfn = A
Standard query ©x5183 A javadl-esd-secure.oracle.com
Standard query response @x5183 A javadl-esd-secure.oracle.com CNAME javad
Standard query @x5ael AAAA javadl-esd-secure.oracle.com
Standard query response @x5ael AAAA javadl-esd-secure.oracle.com CNAME ja
Standard query ©x4372 A api.memeo.info
Standard query response 9x4372 A api.memeo.info A 216.115.74,235 w
Standard query @x827b AAAA api.memeo.info
Standard query response 9x927b AAAA api.memeo.info SOA a4.nstld.com
Standard query ©x81b6é A api.memeo.com .
Standard query response @x81b6 A api.memeo.com A 216.115,.74.202 J
Standard query ©6xe@61 AAAA api.memeo.com
Standard query response @xe@61 AAAA api.memeo.com SOA ad4.nstld.com
Standard query ©xaad8 A memeo.info
Standard query response @xaad8 A memeo.info A 216.115.74.234 ¢
Standard query @xb69b AAAA memeo.info v
< >
(:) 7 Domain Name System; Protocol Packets: 514 - Displayed: 16 (3.1%) - Load time: 0:0.12 || Profile: wireshark101

Step 3: Apply a display filter for ip.addr==216.115.74.0/24 to view all traffic to or from any of the

hosts on this subnet. There should be 51 packets that match your display filter.

Step 4: LAB CLEAN-UP | Click the Clear button B4 to remove your display filter before continuing.

If you want to filter the traffic to or from the Memeo subnets out of view, apply the same filter, but precede it
with the not (“!”) operator) — ! ip.addr==216.115.74.0/24.



3.6. Quickly Filter on a Field in a Packet

When you're looking for all traffic that contains a particular characteristic, you can go the long way or take the
short path. Unless you are training for a marathon, take the short path. Although you can type display filters
and click the Apply button == or press Enter, using the right-click method is a faster way to build and apply
display filters.

You can right-click on any field or characteristic in a packet and select either Apply as Filter (which creates
and applies the filter right away) or Prepare a Filter (which puts the new filter in the display filter area, but
does not automatically apply it to the trace file).

Work Quickly — Use Right-Click | Apply as Filter

For example, in Figure 68 we opened http-espn101.pcapng. In the Packet Details pane of frame 8, we expanded
the HTTP section and right-clicked on the Request URI line that indicates the user wants to download the
main page of a web site (/). We selected Apply as Filter | Selected.

Expand Subtress Shift+ Right
Expand All Ctrl+Right
M http-espn101.pcapng Collapse All Chrl+ Left = a x

File Edit View Go Capture Analy Aonbecti s

dm @ RE ] & =
. - ; = - Apply as Filter ’ .
[J_li |_-'.-_DL15-;&d;s:-Ee-; filter ... «Ctrl-/> : v pression,: | +
fhe: L i Con\..re.rsa';i;n Filter. = - k T W
8  ©0.000665 24.6.1 e G A
Colorize with Filter L ..orSelected
9 ©.041099 199.18 - ‘maner .
Follow r .wand ot Selected
Frame 8: 683 bytes on Gty . ..or not Selected s) on.. *
Ethernet II, Src: Hewl g o packetBytes. Ctrle b 3), Dst: Cadant_31:b..
Internet Protocol Vers 199,181,132,250

Wiki Protocol Page

Trg_nsm.lss:l.on Con"t.r:o_l k Filter Field Reference

¥ GET / HTTP/1.1\r\n

[Expert Info (Chat e
Bequest Method: G.£ right'CIiCk et in New Window
Request URI: / -
Request Version: HTTP/1.1

Bccept: application/x-ms-application, image/jpeg, application/xaml+xml,..

Accept-Language: en-US\r\n

User-Agent: Mozilla/4.@ (compatible; MSIE 8.0; Windows NT 6.1; WOW64; T..

), Dst Port: 8@ (80).

Protocol Preferences L8

Decode As...

O & HITP Request-URI {hittp.request.uri); 1 byte || Packets: 4900 - Displayed: 4300 (100.0%) - Load time: 0:0,83 Profile: wireshark101

Figure 68. Use the right-click method to quickly apply a filter based on content in a field or on a packet characteristic. [http-
espnl01.pcapng]

Wireshark creates the proper display filter (http.request.uri=="/")and applies it to the trace file. We
now have two packets displayed. It appears this user is requesting the main page from two different IP
addresses, as shown in Figure 69.

M hittp-espn101.peapng = O x
File Edit View Go Capture Analyze Statistics Telephony Wireless Tools Help

dE 2 ® RE Qes=Eg o= aaadH

[,{ |http.requesi.uri ==" ;s '] Expression,.. =+
No. Time Source Destination Protocol  Info

8 ©.000000 24.6.173.220 199,181.13.. HTTP GET / HTTP/1.1
| 17 ©.135146 24.6.173.220 68.71.216... HTTP GET / HTTP/1.1

> Frame 8: 603 bytes on wire (4824 bits), 603 bytes captured (4824 bits) on..

Figure 69. Two packets matched our filter for http. request.uri=="/". [http-espn101.pcapng]



If you want to exclude these types of HT'TP requests from view, simply add an exclamation point or the word
not before the filter. This is called an exclusion filter. You can also create this exclusion filter by right-clicking on
a GET request for the default page and selecting Apply as Filter | Not Selected?.

| not http.request.uri ==~ 23 ']

Using this exclusion filter on the http-espn101.pcapng trace file would display 4,898 packets, but it would not be
a very interesting set of packets to wade through. Consider expanding this filter to indicate that you are
interested in the other HTTP GET requests.

Leaving your exclusion filter in the display filter area, locate an HTTP GET request packet (packet 70, for
example).

Expand the HTTP section so you can see the Request Method: GET request line. Right-click this line and select
Apply as Filter. This time you are going to add on to the existing filter using the ...and Selected option.

The filter options beginning with ... are used to add on to the filter shown in the display filter area.

After selecting ... and Selected, your display filter should look as follows. Now 146 packets match your filter.
You are looking at all the HTTP GET requests except for the default page requests (/).

| {not http.request.uri == ") && (http.request.method == "GET") gﬂ "]

3 You do not need to clear the previous filter because the new filter will replace the existing one.



Be Creative with Right-Click | Prepare a Filter

Use Prepare a filter when you want to change the filter or check the syntax before it is applied. For example,
perhaps you want to know if anyone has made a request for a .jpg file. Right-click the Request URI line in
packet 70 of http-espn101.pcapng and select Prepare a Filter | Selected.

Wireshark places http.request.uri=="/prod/scripts/mbox.js" in the display filter area, but it does
not apply the filter to the traffic. Change the display filter to http.request.uri contains "jpg" and
click the Apply button ==l or press Enter. Twenty-two packets should match your new filter, as shown in
Figure 70.

M http-espn101.peapng - 2] X
Eile Edit View Go Capture Analyze Statistics Telephony Wireless Tools Help

A E 28 RE Re=F 5 EQAQaB

lﬂ—htm.request.u.ri co‘malns ‘jpfl Hi '_\ Expression... +
Mo, “Source Destination Protocol  Info A

313
326 ©.0386

24,6,173,220 184,84,222.. HTTP GET /prod/assets/bg_v2/bg_frontpage_red.jpg
24.6.173.220 184,84.222.. HTTP GET /prod/assets/bg_v2/bg_frontpage_element:
4082 ©.323054 .6.173,220 184,84.222.. HTTP GET /prod/assets/frontpage_scoreboard/event
467 ©.379589 2 73.220 184.84,222.. HTTP GET /photo/2012/0187/nfl_u_yatesdalt sy 576.
481 0.833867 24.6. ne20 184.84.222.. HTTP GET /photo/2012/0167/nfl_u_yatesdalt sy 110.
482 9.009158 24.6.173.2 .222.. HTTP GET /photo/2012/0107/nfl_g_saints-lions_mb_I
569 0.031401 24.6.173.2208 184,84, TTP GET /photo/2012/0186/ncf_i_mathieu b3_118.7¢
512 0.006203 24.6.173.220 184.84.222.. /photo/2012/8107/ncf_a_smu-td_mb_118.jpg
520 ©.002137 24.6.173.220 184,84,222.. HTTP /photo/2012/0107/ncb_u_missouri-kstate n
666 ©.254145 24,6.173.220 184,84,222.. HTTP GE rod/assets/gradient_back.jpg HTTP/1.1
693 ©.301300 24.6.173.220 74.125.224.. HTTP GET /3{59906/Serve_ESPN_Sweepstakes_300x250.
733 9.191826 24.6.173.220 184.84,222.. HTTP GET /ph®to/2012/0106/grant_alltherightmoves_
769 0.100173 24.6.173.220 184.84.222.. HTTP GET /phoWlk/2012/0185/ncw_u_peters_bl_134.79p¢
771 ©.000292 24.6.173.220 184,84.222.. HTTP GET /medif¥motion/2012/@107/dm_120107 ncf ok
772 ©.000187 24.6.173,.220 184,84,222.. HTTP GET /medi tion/2012/0106/dm_120186_ncb_fe

®

) Packets: 4900 * Displayed: 22 (0.4%) - Load time: 0:0.95 Profile: wireshark101

Figure 70. After right-clicking on the Request URI line and selecting Prepare a Filter, change your filter to look for frames that
contain “jpg” in this field. [http-espn101.pcapng]

Right-Click Again to use the “...” Filter Enhancements

When you performed the right-click Apply as Filter and Prepare a Filter operations, you saw four other filter
options that begin with “...”, as shown in Figure 71. In this example, we still have our http.request.uri
contains "jpg " filter and we also want to look for go.espn.com in the Referer® line.

39 This is not a typo. The HTTP specifications spell Referer this way (with a missing “r”).



Any filter option that begins with “...” will be appended to the existing display filter.
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Figure 71. Use the ... filter options to expand an existing display filter. [http-espn101.pcapng]

Your new filter would look like this:

| (http.reguest.uri contains “jpg”) && (http.referer == "htip:/fespn.go.com;™) [3¢] = | "]

The following table demonstrates how the add-on filters can be used if we already havea tcp.port==80
filter in place.

Right-click on... Choose Filter Created (description)
Request Method: GET Selected http.request.method == "GET"

This will replace the current display
filter and display all HTTP packets that
contain the GET request method.

Request Method: GET Not Selected ! (http.request.method ==
n GET n )

This will replace the current display
filter and display any packets except
HTTP packets that contain the HTTP
GET request method.




Request Method: GET ... and Selected
Request Method: GET ... or Selected
Request Method: GET ... and not Selected

IP Source Address 10.2.2.2 ... or not Selected

(tcp.port==80) &&
(http.request.method ==
n GET n )

This will display packets to or from
port 80 that contain the HTTP GET
request method.

(tcp.port==80) ||
(http.request.method == "GET")

This will display packets to or from

port 80 as well as any HTTP packets that
contain the GET request method. For
example, if your HTTP traffic uses

port 81, you will still see all the HTTP
GET requests from that traffic.

(tcp.port==80) &&
! (http.request.method ==
IIGET n )

This will display all traffic to or from
port 80, but not any HTTP packets on
that port that contain the GET request
method.

(tcp.port==80) ||
! (ip.src==10.2.2.2)

This will display packets to or from
port 80 or any traffic that is not from
10.2.2.2

TIP

Watch out for the ...or not Selected option. Many times people use this by mistake when they want to add on to an exclusion filter

(something that hides specific traffic types).

For example, if you don’t want to see ARP traffic or DNS traffic, using the ...or not Selected option would create tarp | |

Idns.

This filter would not do anything. DNS packets would be shown because they are not ARP packets (matching the first side of the or

operator) and ARP packets would be shown because they are not DNS packets (matching the second side of the or operator).

If you are trying to filter packets out of view, most likely you want the ...and not Selected option.



(£ Lab 18: Filter on DNS Name Errors or HTTP 404 Responses

In this lab we will look for specific DNS or HTTP error responses using the right-click method. This is a great
filter that you may want to save.

Step 1:

Step 2:

Step 3:

Step 4:
Step 5:

Open http-errors101.pcapng. Scroll through and look at the Info column of the Packet List pane to
see the problems in this web browsing session. If you applied a filter while following along in the
earlier section, clear it now.

Click on frame 18. This is a DNS Name Error response. Expand the DNS subtrees so you can see

the fields inside the Flags section, as shown below. Right-click on the Reply code: No such name
(3) field and select Prepare a Filter | Selected. The first part of your filter appears in the filter area.
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Click on frame 9. This is an HTTP 404 Response. We will add on to our existing filter and view it
before applying it.

In frame 9, expand the HTTP section of the packet. Right-click on the Status Code: 404 line, select
Prepare a Filter | ...or Selected. Your display filter area should show the following:
(dns.flags.rcode==3) || (http.response.code==404).

Click the Apply button or press Enter. Three frames should match your filter.

LAB CLEAN-UP | Click the Clear button 3 to remove the filter. If you need to use this filter again

soon, click the arrow to the right of the filter area. We set Wireshark to remember the last 30
display filters in Lab 5.

This is a great filter, but it can be improved by looking for all DNS or HTTP error reply codes
(dns.flags.rcode != 0 or http.response.code > 399). Note that the display filter area turns
yellow because of the “ ! =", but this filter will actually work fine.



3.7. Filter on a Single TCP or UDP Conversation

When you want to analyze communication between a client application and a server process, you are looking
for a “conversation.” That conversation is based on the IP addresses and port numbers of the client application
and the server process. Often your trace file will contain hundreds of conversations. Knowing how to quickly
locate and filter on the conversation you are interested in will move your analysis process forward quickly.

The following lists four ways to extract a single TCP or UDP conversation from a trace file:

e Extracta UDP/TCP conversation by right-clicking a UDP or TCP packet in the Packet List pane and
selecting Conversation Filter | [TCP | UDP].

e Extracta UDP/TCP conversation by right-clicking a UDP or TCP packet in the Packet List pane and
selecting Follow | [TCP | UDP] Stream.

e Extract a conversation from Wireshark Statistics | Conversations.
e Extracta UDP/TCP conversation based on the stream index number (in the UDP or TCP header).

Use Right-Click to Filter on a Conversation

When you browse through packets and you want to quickly filter on a TCP conversation, right-click on any
packet in the Packet List pane and select Conversation Filter | TCP, as shown in Figure 72.
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Figure 72. Right-click on a packet to filter on a specific conversation. [http-espn101.pcapng]
We right-clicked on packet 508 in http-espn101.pcapng and selected Conversation Filter | TCP. Wireshark
created and applied the following display filter to the traffic:

(ip.addr eq 24.6.173.220 and ip.addr eq 184.84.222.438)
and (tcp.port eq 19953 and tcp.port eqg 80)

You can use the same method to filter on a conversation based on IP addresses, Ethernet addresses, or UDP
address/port number combinations.



Use Right-Click to Follow a Stream

To view the application commands and data exchanged in a conversation as well as apply a conversation
filter, right-click on any packet in the Packet List pane and select Follow | [TCP | UDP] Stream, as shown in
Figure 73. If you select Follow | UDP Stream or Follow | TCP Stream, the display filter will be based on the

UDP or TCP Stream Index field value.
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Figure 73. Right-click on a TCP or UDP packet in the Packet List pane and select Follow | [TCP | UDP] Stream. This creates a
conversation filter based on the selected packet while displaying the conversation in a separate window.

Filter on a Conversation from Wireshark Statistics

Select Statistics | Conversations to view, sort, and quickly filter on a conversation. Click one of the protocol
tabs at the top of the Conversations window to select the conversation type in which you are interested.

Right-click on a conversation line to select Apply as Filter, Prepare a Filter, Find, or Colorize.

When you select Apply as Filter or Prepare a Filter, some interesting options appear. In Figure 74, we selected
Statistics | Conversations and sorted on the Packets column. Next, we right-clicked on the top conversation
and saw the option to apply or prepare a filter using the standard options (Selected, Not Selected, etc.). We
can also choose to define the direction or inclusion of “Any” in the filter.

Under the UDP and TCP tabs, the term “A” refers to both columns labeled with “A” - the Address A column
and the Port A column (ip.addr==24.6.173.220 && tcp.port==19996).
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Figure 74. Right-click on a row and select Apply as Filter to view special options for conversation filtering. [http-espn101.pcapng]

You can perform the same basic steps from the Statistics | Endpoints window, although you will not have the “A” and “B”
designations available.



Filter on a TCP or UDP Conversation Based on the Stream Index Field

In TCP or UDP headers, you can also right-click on the Stream Index field to create a conversation filter. In

Figure 75, we expanded a TCP header, right-clicked on the Stream Index field, and selected Apply as Filter,
which created a tcp. stream==2 conversation filter.
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Figure 75. Wireshark gives each TCP and UDP conversation a unique Stream index number. [http-espn101.pcapng]

*TIP

This stream index number can be a great help when you are working with a trace file that has many intertwined conversations. Right-

click on this field and select Apply as Column. Use the values in your TCP Stream index column to easily identify separate
conversations.



(1 Lab 19: Detect Background File Transfers on Startup

There may be a number of background processes that run when you start up your machine. Some of these
may update your virus detection mechanism, your operating system, or applications. In this lab, you will
detect and filter on the most active conversation of a host (24.6.169.43) that is just starting up.

Step 1: Open gen-startupchattyl01.pcapng.

Step 2: Select Statistics | Conversations | TCP and sort the Bytes column from high to low to locate the
most active TCP conversation based on byte count.

Step 3: Right-click on the most active conversation and select Apply as Filter | Selected | A €-> B. The
Status Bar should indicate 2,886 packets matched your filter. The TCP peer in this conversation is
50.17.223.168.

We can see this is a Transport Layer Security (TLS) conversation.
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Step4:  Frame 311 is the first packet in this conversation. Click the Clear button 3 to remove your filter
and look for a name resolution process before frame 311. Based on frames 309 and 310, this appears
to be a Dropbox server. The client must be checking in and downloading a file from their Dropbox
folder.

Step 5: LAB CLEAN-UP | Click the Clear button &3 to remove any unwanted display filters.

You can use the right-click method to quickly apply filters directly from many Wireshark statistics windows,
including the Conversations, Endpoints, and Protocol Hierarchy windows.



3.8. Expand Display Filters with Multiple Include and Exclude
Conditions

There will be many times when you want to filter on the values in more than one field. For example, you
might be interested in seeing all packets that contain the command GET in the HTTP Request Method field
and “.exe” in the HTTP Request URI field. You should combine these two conditions using a logical operator.

Use Logical Operators

Wireshark understands four logical operators. The next table provides examples of how Wireshark logical
operators can be used to expand your display filters by adding conditions.

Operator English Example Description
oa and ip.src==10.2.2.2 && View all IPv4 traffic from 10.2.2.2
tep.port==80 that is to or from port 80
I or tcp.port==80 || View all TCP traffic to or from
tep.port==443 ports 80 or 443
! not tarp View all traffic except ARP traffic

View TCP frames that do not have
I= ne tcp.flags.syn =1 the TCP SYN flag (synchronize
sequence numbers) set to 1

Why didn’tmy ip.addr != filter work?
People often get stuck on the ! = operator. Here are some tips on how Wireshark interprets this operator.
Incorrect: ip.addr != 10.2.2.2

Display packets that do not have 10.2.2.2 in the IP source address field or IP destination
address field. If an address other than 10.2.2.2 is contained in the source or destination IP
address fields, the packet will be displayed. This uses an implied or and will not filter out any
packets.

Correct: lip.addr == 10.2.2.2

Display packets that do not have 10.2.2.2 in the IP source address field and also does not have
10.2.2.2 in the destination address field. This is the proper filter syntax when excluding traffic
to or from a specific IP address.

Why didn’tmy !tcp.£flags.syn==1 filter work?

Just when you begin to embrace the process of splitting up the “!” from the “="... something isn’t quite right.
If you were trying to display all TCP packets that did not have the SYN bit set to 1, this filter will not work.

“u o)
!

Incorrect: ltep.flags.syn==

This filter is interpreted as “display all packets that do not have a TCP SYN bit set to 1.” Other
protocol packets, such as UDP and ARP packets will match this filter, after all, they don’t have
a TCP SYN bit set to 1.

Correct: tecp.flags.syn != 1
This filter will only display TCP packets that contain a SYN set to 0.



On a Boolean field, such as the SYN bit field, it is much more efficient to simply filter on the bit set to a 0 if that
is what you are interested in. For example, just use tcp. flags. syn==0 in this case.

e

1n
i

Don't be afraid to use the ! = operator when you know there is only one field that matches your filter field name. Sometimes this is the
best filter operator to use. If you aren’t sure if only one field matches the filter field name, you can find the field in the Expressions
dialog (click on the Expressions button) and look for “or.” For example, ip.addr is listed as “Source or Destination address.”



3.9. Use Parentheses to Change Filter Meaning

Be aware how parentheses can change the meaning of your filters when you create and add conditions to your
filter.

For example, consider the following display filters:
(tcp.port==80 && ip.src==10.2.2.2) || tcp.flags.syn==
tcp.port==80 && (ip.src==10.2.2.2 || tcp.flags.syn==1)
Placement of parentheses changes the meaning of these two filters.

In the first example above, port 80 traffic from 10.2.2.2 will be displayed. In addition, all TCP packets that have
the SYN bit set (regardless of port numbers or IP addresses) will be displayed.

In the second example above, port 80 traffic will be displayed as long as the traffic is either (a) from 10.2.2.2, or
(b) the traffic has the TCP SYN bit set.

TP

Always use parentheses when you mix “and” with “or” in your filters. If you don’t, Wireshark will turn the display filter background area
yellow to warn you that you may not get the results you expected.



(3 Lab 20: Locate TCP Connection Attempts to a Client

Client processes send TCP connection requests to server processes. There are very few reasons to allow
incoming TCP connections to user machines on your network (as they typically won’t be running server
processes). In this lab we will create a display filter that detects incoming TCP connection attempts to anyone
on a particular subnet. We will focus on subnet 24.6.0.0/16.

Step 1: Open generall01b.pcapng.

Step2:  We first want to detect TCP connection attempts based on the TCP flags area. The first frame in this
trace file is a TCP connection request as noted by the [SYN] in the Info column. The response
indicates [SYN, ACK] in the Info column.

In the Packet List pane, expand the TCP header of frame 1 and right-click on the Flags line. Select
Prepare a Filter | Selected. This tcp.flags==0x0002 filter will display the first packet (SYN)

of the TCP handshake.
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If we had created a filter for just the TCP SYN bit set to 1 (tcp.flags.syn==1), we would see the
first two packets of each handshake (the SYN and SYN/ACK packets).



Step 3: Click the Apply button = or press Enter to see what this filter does. Unfortunately, this filter
alone won't help us. We want to see if anyone tries to make a TCP connection to any of our clients

on this network. Add && ip.dst==24.6.0.0/16 to your filter and click the Apply button =
or press Enter again. Only 5 packets should match your new filter.

Our results in this lab indicate that 121.125.72.180 and 24.6.169.43 are trying to make a connection
to 24.6.173.220. Since our 24.6.173.220 client doesn’t run server software, this is questionable traffic.
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Step 4: LAB CLEAN-UP | Click the Clear button 3 to remove your display filter before continuing.

Run this same filter on mybackground101.pcapng to spot another suspicious incoming connection attempt. We
found this incoming connection attempt in Analyze Sample Background Traffic.



3.10.Determine Why Your Display Filter Area is Yellow

As you become more adventurous putting together display filters, you will likely hit a point when Wireshark
colors the display filter area yellow or even red. Wireshark performs error detection on every display filter
and, based on the error detection results, colors your display filter area background red (error), green (ok), or
yellow (what the heck?).

Red Background: Syntax Check Failed

When the display filter area is red, the filter will not work at all. When you click the Apply button or press
Enter, Wireshark will generate a message such as "ip.addr=10.2.2.2" isn't a valid display filter: "=" was unexpected
in this context. See the help for a description of the display filter syntax.

Green Background: Syntax Check Passed

When the display filter background is green, the filter will work based on the syntax checks. Wireshark does
not do a “logic check,” however. Consider the filter http && udp. Normal HTTP communications run over
TCP, not UDP. No packets should match this filter. Although the filter is illogical, it can be processed because
it passes the syntax check.

Yellow Background: Syntax Check Passed with a Warning (! =)

When the display filter background is yellow, the filter has passed the syntax check, but may not give you the
results you expect. This color is automatically triggered when Wireshark sees “!=" in a filter. Remember to
avoid this filter when you specify a field name that may match two actual fields in a packet. For example,
ip.addr indicates you are looking at both the source and destination IPv4 address fields. Another example
would be tcp . port which would look at both the source and destination port number fields.

If you use a field name that refers to a single-occurrence field, go ahead and use the “ ! =” syntax. For example,
ip.src != 10.2.3.1 would work perfectly even though Wireshark colored the display filter background
yellow. There is only one field that could match this filter.

TIP

The two most common causes of a red background are (1) a typo in the filter and (2) using capture filter syntax instead of display filter
syntax. No matter what you try to do, a filter with a red background will not run on Wireshark.



3.11.Filter on a Keyword in a Trace File

There will be times when you are looking for a particular word, such as “admin” in a trace file. You may want
to look through entire frames or in particular fields. You may even want to search for a text string in upper
case, lower case, or mixed case. All of these are possible.

Use contains in a Simple Keyword Filter through an Entire Frame

You can use frame contains "string" tolook for a keyword throughout a frame. For example, frame
contains "admin" would look for the string admin (all in lower case) through the entire frame, from the
Ethernet header through the Ethernet trailer.

This is really a simple and lazy filter. It might yield too many false positives. For example, if you use this filter
when you are only interested in finding out if someone tried to log in to the admin FTP account, you might
also see people browsing to www.admin.com and file requests for adminhandbook.pdf.

Use contains in a Simple Keyword Filter based on a Field

Consider building your filter to look just at the field of interest to reduce false positives. For example, if you
look inside an FTP packet that contains a user name (packet 6 in ftp-clientside101.pcapng) and expand the FTP
portion fully in the Packet Details pane, you'll see the FIP user’s name is in the ftp . request . arg field as
noted on the Status Bar in Figure 76. You can simply type the filter ftp.request.arg contains
"anonymous" to look for “anonymous” in the FTP request argument field. You should find one packet that
matches this filter in ftp-clientside101.pcapng.

M fto-clientside101.pcapng - [ X

File Edit View Go Capture Analyze Statistics Telephony Wireless Tools Help

4= 0 mBERe2=TiEEQQaH

| N | Apply

er Ol - | Expression... +

Source Destination Protocol Info -
‘ 6 3.695@04 192,168.0.101 10.251.30.69 FTP Request: USER anonymous
‘ 7 9.095841 10.251.30.69 192,168.0.101 TCP 21 » 52912 [ACK] Seq=21 Ack=1j v

Frame 6: 70 bytes on wire (560 bits), 7@ bytes captured (56@ bits) on interface @
Ethernet II, Src: IntelCor d@:27:d7 (00:18:de:d@:27:d7), Dst: D-LinkCo_cc:a3:ea (@..
Internet Protocol Version 4, Src: 192.168.0.101, Dst: 10.251.30.69
Transmission Control Protocol, Src Port: 52912 (52912), Dst Port: 21 (21), Seq: 1,..
v File Transfer Protocol (FTP)

~ USER anonymous\r\n

Request command: USER

Request arg: anonymous

(:J@t arg (ftp.request.arg), @ Packets: 5855 -+ Displayed: 5855 {100.0%:) - Load time: 0:0.856 || Profile: wireshark101

Figure 76. Click on a field and look at the Status Bar to find out the field name to use in your filters. [ftp-clientside101.pcapng]




Use matchesand (?2i) ina Keyword Filter for Upper Case or Lower Case Strings

If you are looking for “ Anonymous” with an initial upper case or lower case letter, you can expand your last
display filter with a logical operator. The filter ftp.request.arg contains "Anonymous" or
ftp.request.arg contains "anonymous" would work.

Wireshark supports Perl-Compatible Regular Expressions (PCRE) in display filters. Regular expressions are
special text strings used to define a search pattern. If you want to filter for an entire string in upper case or
lower case, consider using Regular Expressions (regex) and the matches operator.

For example, to look for “anonymous” in any variation of upper case or lower case letters in the FTP argument
field, use ftp.request.arg matches " (?1)anonymous". The matches operator indicates that you are
using Regular Expressions and the (?1)indicates that the search is case insensitive.

What if you are looking anywhere in a frame for a string that contains an upper case or lower case character at
a specific location in a string? For example, consider the following strings:

e buildingAeng
e buildingaeng

We know “building” and “eng” are always in lower case, but the character between those strings can be either
upper case or lower case.

In Wireshark, we can use frame matches "building[Aa]eng". That means we are looking for an “A” or
“a” between the lower case strings. If you are also interested in upper case or lower case B in that location,
expand your display filter to frame matches "building[AaBb]eng".

Use matches for a Multiple-Word Search

There is also a simple way to specify alternate search words with regex. Combine the words in parentheses
and separate them with “ | ”. For example, if we are interested in finding the words cat or dog in upper case or
lower case anywhere in a trace file, we can use the filter frame matches " (?i) (cat|dog)".

TIP

Take the time to learn regex. Visit Jan Goyvaerts’ www.regular-expressions.info web site. If you plan on adding more complex regex
filters to Wireshark, consider purchasing Regex Buddy and Regex Magic — both products were created by Jan Goyvaerts and are
fabulous tools for building, testing, and deciphering regex-based display filters. Regex is used in Wireshark, as well as Nmap, Snort,
Splunk, and many other popular tools.



1 Lab 21: Filter to Locate a Set of Key Words in a Trace File

In this lab we will use the matches operator to find the keywords sombrero or football in upper case or lower
case anywhere in a trace file.

Step 1: Open http-pictures101.pcapng.

Step 2: Let’s begin with a simple keyword filter for sombrero. In the display filter area, type frame
contains "sombrero". One packet should match this filter.

M hitp-pictures1D1 ,peapng = O X
File Edit View Go Capture Analyze Statistics Telephony Wireless Tools Help
dEm® REQesE=Tds=aqaH
L] | frame contains "sombrero” [X] v ] Expression +
Mo Time: Source Destination Protocol  Info
| 1563 ©.000000 24.6.173.220 184,28.78.185 HTTP GET /file_thumbview_approve/il
< >

Frame 1563: 472 bytes on wire (3776 bits), 472 bytes captured (3776 bits. *
Ethernet II, Src: HewlettP_a7:bf:a3 (d4:85:64:a7:bf:a3), Dst: Cadant_31:..
Internet Protocol Version 4, Src: 24.6.173.220, Dst: 184.28.78.185
Transmission Control Protocol Src Port: 16652 (16652), Dst Port: 80 (80..
v Hypertext Transfer Proto
v GET /file_thumbview_approve/16: f1/stock-photo-16268884-baby-boy-w.. -
. 65 2f 31 36 32 36 38 38 3B 34 2f 31 2f 73 74 6f e/162688 84/1/sto ~

060 63 6b 2d 70 68 6Ff 74 6f 2d 31 36 32 36 38 38 38 ck-photo -1626888
079 34 2d 62 61 62 79 2d 62 6f 79 2d 77 65 61 72 69 4-b = eari
0080 6e 67 2d 73 6f 6d 62 72 65 72 6f 2e 6a 70 67 20  ng-sombr ero.jpg

0050 48 54 54 50 2f 31 2e 31 od 6a 48 6f 73 74 3a 20 H st:

O 7 Transmission Control Pratocol (tcp), 20 bytes | Packets: 3823 - Displayed: 1 (0.0%) * Load time: D:DBE:, Profile: wireshark101

Step3:  Now enhance your key word filter using the matches operator. Replace your previous filter
with frame matches " (?i) (sombrero|football) ". Note that the monospace font makes it
appear as if there is a space before the “)” and after the “(“ and on either side of the “|.” There are
no spaces anywhere inside the quotes. Three packets should match this filter.

M http-pictures101.peapng - [m} ®
File. Edit View Go (Capture Analyze Statistics Teephony Wireless Tools Help

Am 39 RE Res=g o =EaQaqQq

[ﬂ |'Frame‘mat[hes "{7i}{sombrero|foathall)” [X] ~ | Expression,.. +

stock-photo-16268884-baby-boy-wearin —so&brerd. g HTTP/1.1
rtock photo-21968700-real-babies- bahy boy- ressed-in-america

Foothsl1 20

stock-photo-21968700-real-babies-baby-boy-dressed-in-america

Step 4: LAB CLEAN-UP | Click the Clear button &3 to remove your filter before continuing.

Filtering on key words is simple using the matches operator and regular expressions. This is a useful skill
when looking for passwords or user account names or known-to-be-malicious patterns in your trace files.



3.12.Use Wildcards in Your Display Filters

Sometimes you may need to look for variations in a string. In this case, you need to use a wildcard in your
display filter. This is where a solid understanding of regular expressions really comes in handy.

Use Regex with “.”

In Wireshark, you can use regex with the matches operator to represent a string with variables. In regex, the
“.” represents any character except line break and carriage return. When you are looking for the literal “.”, you
must escape it with a backslash (“\”).

The display filter ftp.request.arg matches "me.r" uses“.” as a wildcard.

This filter will look at the string after an FTP command (ftp.request.arg) for the letters “me” followed by
any character (except a line break or a carriage return) and then an “r”. Try running this on ftp-crack101.pcapng.
This filter will display two packets that contain the string symmetry after the PASS command, as shown in
Figure 77.

A ftp-crack101.pcapng ?
File Edit View Go Capture Analyze Statistics Telephony Wireless Tools Help J
d W@ RE R3e=22=Z2@ 5[5 QRQAQAHE <
(B A oot e ot e o oW |
1 | Vet S e bl T bl TR T
Mo. Time Source Destination Protocol  Length  Imfo

| 3365 0.000000 18.234.125.254 19.121.78.151 FTP 69 Request: PASS symmetry
R Y Gy - _L__.—. R e W N W V. Wy Y oY JEp——— g

P e T T e Vs iy

Figure 77. Use the matches operator with repeating wildcards to find passwords in use. [ftp-crack101.pcapng]

Now change the filter to allow two wildcards in between your characters. The filter ftp.request.arg
matches "me..r" will find the string homework in the argument field.

Setting a Variable Length Repeating Wildcard Character Search

You can also specify that the wildcard should be repeated numerous times. The display filter would be
ftp.request.arg matches "me.{1,3}r". This filter will look for the “.” (any character) once, twice, and
three times in between me and r. In ftp-crack101.pcapng, this filter displays packets that contain mercury,
symmetry, and homework in the FTP argument field. You can also add (?i) infrontof me toadd case
insensitivity.

'TIP

Once you create some great keyword filters, consider how you might combine them into a single filter and save that one filter as a
button, as explained in Turn Your Key Display Filters into Buttons.



(3 Lab 22: Filter with Wildcards between Words

In this lab we will use the matches operator to find the keywords baby and smiling in a trace file. We will see
how the repeating character option settings can affect what matches your filter.

" 7

Our display filter ftp.request.arg matches "me.{1,3}r" would look for the “.” up to three times

“u__

between the “me” and “r” as mentioned in this section.

This time we will look for the keywords baby and smiling with up to 3 characters separating the words.
Step 1: Open http-pictures101.pcapng.

Step 2: Type the filter http.request.uri matches "baby.{1,3}smiling". Two packets should

match this filter.
M http-pictures101,pzapng = [} >
Fle Edit View Go Casture Analyze Statistics Telephony Wireless Tools  Help

a4 = ® REQeams=E=f iS5 |=EQqQaH

| L |ht|n.riequest..1ri matches "baby, {1, 3}smiling” 13 '_| Exoression.. 4+

ipprove/16872653/1/stock-photo-16872653-mom-and:baby-smiling|jpg HTTP/1.1
ipprove/16072653/2/stock-photo-16072653-mom-andtbaby-smiling|jpg HTTP/1.1

11,3} searched for up to 3 "any
_ characters™ between words

Step3:  Now change {1,3} to {1,20} and apply this new filter. Three packets should now match this
filter because the file stock-video-10195917-baby-on-belly-smiling.jpg has the two words within 20
characters.

Step 4: LAB CLEAN-UP | Click the Clear button B4 to remove your display filter before continuing.

This is another great type of filter to master. Many times, when looking for security breaches, we try to locate
strings within a certain distance from each other.




3.13. Use Filters to Spot Communication Delays

When someone complains of slow network performance, look for delays between packets as a sign that a
network path, client, or server is slow. Create a filter to look for these delays to spot these problems faster.

There are two time measurements that can be used to filter on delays in a trace file - basic delta time and TCP
delta time.

Filter on Large Delta Times (frame.time delta)

The frame.time_delta field is located in the Frame section of each packet. You can create a filter for large
values in this field. To set a filter for delays over 1 second, use frame.time delta > 1.Keep in mind,
however, that this filter looks at all the packets in the trace file to display the time from the end of one packet
to the end of the next packet. Conversations can be intermingled, however, and delays in a UDP or TCP
conversation can go unnoticed because of intervening packets from other conversations.

If you are troubleshooting a UDP-based application, filter on a specific UDP stream of interest then use
File | Export Specified Packets and save a new trace file. Apply your frame.time_delta filter to the new
trace file.

Filter on Large TCP Delta Times (tcp.time delta)

The tcp.time delta value can only be used after you enable Wireshark’s Calculate conversation timestamps
TCP preference.

In Lab 5, you checked to ensure the Calculate conversation timestamps TCP preference setting was enabled.
When this setting is enabled, a [Timestamp] section is added to the end of each expanded TCP header in the
Packet Details pane.

In Figure 78, we applied a filter for TCP delta delays over 1 second with tcp.time_delta > 1.Thereare
four packets that arrived over 1 second after the previous packet in their TCP stream.

Consider clicking the Add Filter Expression button \*' on the display filter toolbar to make this a Filter
Expression button. See Turn Your Key Display Filters into Buttons.

M hitp-download101d.pcapng - O X
File Edit Yiew Go Capture Analyze Statistics Telephony Wireless Tools Help
dm® RE es=fasEEqaan
| A |tcp.time_dd13 >1 k:j V] Expression.,, +
I Mo, Time Source Destination Protocol  Info |
216.239.11... 192.168.1.64 r [TCP Retransmission] 8@ - 1

| 2671 216.239,.11.. 192,168.1.64 TCP 80 - 18280 [ACK] Seq=2249861 A...|

349.41.. 216.239,.11.. 2.,168.1. [TCP Retransmission] 89 - 1

! 239.. 9,129637 216,239,11.. 192.168,1.64 TCP 8@ + 18280 [ACK] Seq=20165661 |

Window size value: 5840 o
[Calculated window size: 5848@]
[Window size scaling factor: -1 (unknown)]
Checksum: @x6fd5 [validation disabled]
Urgent pointer: @
[SEQ/ACK analysis]
v [Timestamps]

[Time since first frame in this TCP stream: 37.
[Time since previous frame in this TCP streafj: 1.518125000 seconds] o

(:‘, 7 Time delta from previous frame.. is TCP stream (tcp.time_delts | Packets: 24098 - Displayed: 4 (0.0%) - Load time: 0:0.431 || Profile: wireshark101

Figure 78. The new [Timestamps] section only appears if Calculate conversation timestamps is enabled in your TCP preferences.
Now you can filter on the TCP delta value. [http-download101d.pcapng]



31 Lab 23: Import Display Filters into a Profile

In this lab you will download a set of display filters from wwuw.wiresharkbook.com and import them into your
existing display filter file (dfilters). Use this same technique if you want to move display filters from one profile
to another on a single host or other Wireshark systems.

Step 1: Look in the Status Bar to determine your current profile. You should be using the wireshark101
profile created in Lab 6.

;A”mmﬂﬂﬂm/ﬁmw
ﬁ;s TCP stream: 37,248064000 seconds]
Jé in this TCP stream: 1,518125000 seconds] .

L’Qa_delta Packets: 24098 - Displayed: 4 (0.0%) - Load time: D:D.4m;ﬁle: wireshark101 ’

Step 2: Open your personal configuration folder using Help | About Wireshark | Folders | Personal
configuration and double-click on the folder hyperlink.

Navigate to the profiles directory and locate the wireshark101 directory, as shown below.

( =)

@@Ies » wiresharkl101 Search wiresharkl0l p'

Organize Include in library - Share with « Burm g |- El] ':@'
| Wireshark = cfilters
. profiles || colorfilters
| System || dfilters
J baselines || preferences
| bigtraces recent
¥z Contacts
m Desktop -
5 items
|
|

- 4

Step 3:  You created a My IP Address filter in Lab 15, therefore you should already have a dfilters file. If
you don’t have that file, return to Lab 15.

Open the dfilters file with a text editor.

Step 4: Now extract the dfilters_sample.txt file from the wireshark101filespart2.zip file that you downloaded
from www.wiresharkbook.com. If you haven’t downloaded these files yet, see the instructions in
About this Book. This file contains 6 display filters (and one heading line) that we will add to your

existing dfilters file.
() ciffters samplene - Notgas . )
Fns Edit Format View Help =

W1 reshark 101 Book Sample Displ ay Filters (www.wiresharkbook.caj
TCP Delta Time > 1 Second" tcp.time_delta > 1
DNS or HTTP Errors" (dns.flags.rcode != 0) || http.respo
HTTP GET/POST" http.request.method == "GET" or http.reque
packets with comments" pkt_comment
File Not Found (STATUS_OBJECT_NAME_NOT_FOUND)" smb.nt_st
SMB2 Login-Administrator Account" ntimssp.auth.username

Tt ot P it caloadon _p o P P aad TNl e,

Step 5: Open dfilters_sample.txt and copy the contents to your buffer.

Step 6: Toggle to the dfilters file in your Wireshark101 directory and paste the contents onto the end of the
display filters listed. Make sure you add a blank line at the end of the dfilters file or your last
filter will not be displayed. Close and save your edited dfilters file.

Step 7: Return to Wireshark. The dfilters file is loaded when you load your profile. Change to the Default
profile and return to the wireshark101 profile.



Step 8: Click on the Display filter bookmark [:I on the filter toolbar. You should see your new display
filters at the bottom of the list#0.
ey AT A aaa o ATy
e u—\,_f'r*\,_r-—“"“—_—-—wdﬁ\r-“%/ R -
HTT?: http
Mo ARP znd ro DNS: rot arp and !(udp.port == 53)
Mon-HT TP and non-SMTP to/from 192.0.2.1: ip.addr== 192.0.2.1 and not tcp.port in {80 25}
My IP address: ip.addr== "0.1.10.1

Wireshark 101 Beck Sample Display Filters (www.wiresharkboek.com): frame
TCP Delta Timz > 15econd: teptime_delia > 1
DNS or HTTP Errors: (dns.flags.rcede != ) || http.response.code > 339
HI1 TP GEI/PUs I Ftp.aequest. method == "GE 1" or hitp.request.method=="PU41"
Packets with Comments: pkt_comment
Mle Mot MNound (STATUS_OCICCT_MAMC_MNOT_MOUMD): smb.nt_status - — Oxc0000034
SMB2 Logn-Administrator Account: ntlmecp auth.username == “Adminictrator”

It is easy to share filters because filters are simple text files (cfilters for capture filters and dfilters for display

filters). If you are working on a team, consider creating a master set of filters that are created and shared by
the team.

40 The new display filter title “Wireshark 101 Book Sample Display Filters” uses the filter string frame. It will not filter
anything out of view if someone clicks on it by mistake.



3.14. Turn Your Key Display Filters into Buttons

You want your analysis processes to be as efficient as possible. In order to do this, make your most popular
display filters into buttons in the display filter area. This way you can quickly open a trace file and click a
button to filter on key packet characteristics.

Create a Filter Expression Button

It is very easy to turn a display filter into a button. Simply type your display filter in the display filter area and
click the Add a Display Filter button * ' at the end of the display filter toolbar.

Provide a label name for your filter as shown in Figure 79 and click the OK button.

M rittp-dowrload10° d.peapng = O x
Eile Edit Mew Go Capture Analyzz Statistics
Am @ RE 3

I! !htq:l.req..lest.memoc maxches "(GETIPOST)™

Telzphany  Wireess  Jools

S =Eaaamn

Help

== B ? i

—)

ﬂ =l ']_ Expression... [/_1-

| Aiter |htp.request.method natcies {(GET POSTY oK
e

Mo, Time Destinaticn Pratocol  Info ~

! ; A 0.000000 216.239,11.. 192,168.1.64 TCE 8@ > 18288 [ACK] Seq=1 A.:

Figure 79. Click the Add a Display Filter button and simply name your Filter Expression button.

| Fitter Exprassion Preferencas. .. | Label |GI:‘I'!POST Cancel

Source

There are no limits to the number of Filter Expression buttons you can create. If you run out of room for your
buttons, Wireshark displays “»”, which you can click on to see more buttons.

In Figure 80, we created five Filter Expression buttons to use when analyzing HTTP traffic. Not all of the Filter
Expression buttons can fit in the display filter area because we reduced the size of our Wireshark window.
Wireshark places two Filter Expression buttons in the display filter area, but we must click »» to view and
select one of the remaining three Filter Expression buttons.

If we keep adding to the Filter Expression buttons list, eventually, Wireshark will place a down arrow at the
bottom of the list so we can scroll further in the list.

5 - o X

s Tools Help
R H
< = | Expression.. + CONMECT HEAD »

) Length Stream Info HTTP4xx
<) BE @ E1831 + 88 [SYN] Seq=@.. HTTP S
bE 8 88 » 61631 [SYN, ACK] ..
i 54 B €1831 = 80 [ACK] Seq-l. HTTR S0
511 @ GET /files/ChappellU-S..
1514 TCRasegmen

Figure 80. Click »» to view Filter Expression buttons that won't fit in the display filter area.



Edit, Reorder, Delete, and Disable Filter Expression Buttons

There are three ways to access the Filter Expression management window.

1.
2.

Select Edit | Preferences | Filter Expressions.

click the Filter Expression Preferences button.

shown in Figure 81.

Click the Add Filter Expression button '* that resides at the end of the display filter toolbar and then

Click the Bookmark button M on the display filter toolbar and select Manage Filter Expressions, as

Figure 81. You must access Wireshark’s Preferences window to edit, reorder, delete, or disable Filter Expression buttons.

‘ gen-startupchatty101.pcapng {
File Edit View Geo Capture Analyze Satistics Telephony Wireless Tools Help
A RBcRes=FeEEaqan
|_ﬂ | ply a display filter ... <Ctrl-/> * | '] Expression...
Save this filter
Manage Display Filters que
Manage Filter Expressions K
M Vireshark . Preferences T bt
v Appearance - -
Et Layout Enabled Button Label Filter Expression
,-\f Colurnns [0 HTTP Errors http.response.code == 400
Font and Colors| GET|POST http.request.method matches "(GET|POST)"
Capture COMNMECT http.request. method matches "(COMMNECT)"
Filter Expressions HEAD hitp.request.method matches "(HEAD)"
Mame Resolution HT TP http.response.code » 399 8.& http.response.code < 500
Protocols HT TP http.response.code » 499 8.& http.response.code < 600
Statistics HT TP 3 http.response.code > 299 & & http.response.code < 400
Advanced
N AR o W\j

Edit the Filter Expression Area in Your preferences File

Filter Expression buttons are saved in the preferences file of the profile in which you are currently working.
Your current profile is shown in the right-hand column of the Status Bar. To find your profile’s preferences file,
select Help | About Wireshark | Folders and double-click the Personal Configuration folder hyperlink. The
preferences file for the Default profile is in this directory. The preferences files for any other profiles are in a

subdirectory under the profiles directory.

The preferences file is just a text file. Don’t be afraid to edit the file directly with a text editor. Filter Expression

button settings are maintained under the Filter Expressions heading.



The following is a sample of the Filter Expression area in the preferences file. These settings are used to create
the active Filter Expression buttons seen in Figure 81.

####### Filter Expressions ########

gui
gui
gui
gui

gui.

gui
gui
gui

gui.
gui.

gui
gui
gui

gui.

gui
gui
gui
gui

.filter expressions.
.filter expressions.
.filter expressions.
.filter expressions.
filter expressions.
.filter expressions.
.filter expressions.
.filter expressions.
filter expressions.
filter expressions.
.filter expressions.
.filter expressions.
.filter expressions.
filter expressions.
.filter expressions.
.filter expressions.
.filter expressions.
.filter expressions.

TIP

label: GET|POST

enabled: TRUE

expr: http.request.method matches " (GET|POST)"

label: CONNECT

enabled: TRUE

expr: http.request.uri contains "CONNECT"

label: HEAD

enabled: TRUE

expr: http.request.uri contains "HEAD"

label: HTTP4xx

enabled: TRUE

expr: http.response.code > 399 && http.response.code < 500
label: HTTP5xx

enabled: TRUE

expr: http.response.code > 499

label: HTTP3xx

enabled: TRUE

expr: http.response.code > 299 && http.response.code < 400

When you create some wonderful Filter Expression buttons, share them with your team. Simply copy the Filter Expressions section
from your preferences file out to a text file. Send the text file to your team members and instruct them to copy the desired button
settings into the preferences file of their desired profile. Each Filter Expression button requires three lines of information (label, enabled
and expr). If they are copying just one button, remind them to copy all three lines.



(£ Lab 24: Create and Import HTTP Filter Expression Buttons

We will begin by creating a single Filter Expression button and then we’ll import a set of Filter Expression
buttons. At the time this book was written, there wasn’t an easy way to turn all your display filters into Filter
Expression buttons. That would be a great feature and maybe we’ll see that someday and we can replace this
lab with another lab about conquering world hunger with customized profiles. Until then, follow along with
this lab to import the Filter Expression buttons show in Figure 81 into your wireshark101 profile.

Step 1: Open http-download-a.pcapng.

Step 2: Type http.request.method matches " (GET|POST)" in the filter area.
Click the Add Filter Expression button '* ' that resides at the end of the display filter toolbar.
Enter GET | POST in the label field and click OK.

M wireshark = O .
Fie Edit View Go Capture Analyze Statistics Telephony Wireless Tools  Help
Adm 2 ® RE Qe:s=0 8 5/= QA QK
| 4 |http.req.|est.meﬁ\od matches "{GET|POST)" a - '] Fxpressinn
Filter Exprassion Preferences... Label: |GEI'!P05T | Flter: hes "(GET|POST)"
Mo, lime Source Uestination Protocol Length  Info |
8 & 2F s Iy

The new GET | POST Filter Expression button is displayed on the display filter toolbar.

M http-download-a.peapng B [} *
File Edit View Go Capture Analyze Statistics Telephony Wireless Tools Help
Am 2 ® RERes=foEEaaaH
|£ |hth:|.request.meﬁ'10d matches "(GET|POST)" Q '_| Expression... +t GET|POST
‘-—-—'4
Mo. Time Source Destination Protocal Length Info [l
683 9.228971 24.6.173.220 192.9.164.184 HTTP 88@ GET /branding/css/elements.css HTT..
.6.173. 92.9.164.1 p bran /ipages/dl- ng HIT.

r'-n

Step 3: Click the GET | POST button to view the packets that match this filter. This is a great button to
quickly view requests or information sent to a web server.

This is the standard process used to add a single Filter Expression button. Next we will import a
set of Filter Expression buttons directly into the preferences file for your Wireshark101 profile.

Step 4: Use a text editor, such as WordPad, to open your preferences file (contained in your wireshark101
profile directory).

(If you can’t remember how to get to this directory, select Help | About Wireshark | Folders and
double-click on the hyperlink to your Personal configuration folder. Look inside the profiles folder
for your wireshark101 folder.)

Step 5: Use the Find feature of your text editor to locate the Filter Expressions area in your preferences file.
You will see that you already have a GET | POST Filter Expression button entry as shown in the
image below.

” Wﬂ“"”‘f\—.
o ;H;EtE—wf”ﬁgﬁSEI?}mm:é}d;;;;£;}§€f’wwufJﬂﬂ\4 -
#gui.packet list show minimap: TRUE

#H##44#E Filter Expressions §HE§848E

gui.filter expressions.label: GET|POST

gui.filter expressions.enabled: FALSE

gui.filter expressions.expr: http.request.method matches
" (GET | POST) "

$EfE4EE caprure #HEFEEEE

Def o device m

Step 6: Extract the filterexpressions101.txt file from the wireshark101filespart2.zip file that you downloaded
from www.wiresharkbook.com. If you haven’t downloaded these files yet, see the instructions. Copy
the contents of this file directly under your new GET | POST entry in the ####### Filter
Expressions ######## area. Save and close your preferences file.



Step 7: You must reload your wireshark101 profile to see your new Filter Expression buttons. Simply click
on the Profile area of the Status Bar, select another profile, and then perform the same steps to

return to your wireshark101 profile.

3 _

|;' rﬁ - | "]Expression... +{ _COMMECT HEAD HTTP4xx HTTPSxx HTTP3xx ]

‘l—_\‘__ [ — —— P
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" aaveny 4 T e T P ey, et Ty
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Step 8: LAB CLEAN-UP | If you do not want these new Filter Expressions buttons to remain visible, click the
Edit Preferences button on the main toolbar and select Filter Expressions. Uncheck the Filter

Expressions listed and click OK.

Remember that if you have too many buttons to fit in your display filter area, Wireshark displays . Click on

the double arrows to expand your Filter Expression button list.



Chapter 3 Challenge

Open challenge101-3.pcapng and use your display filter and coloring rule skills to locate traffic based on
addresses, protocols and keywords to answer these Challenge questions. The answer key is located in
Appendix A.

You will practice your display filter to locate traffic based on addresses, protocols, and keywords.

Question 3-1. How many frames travel to or from 80.78.246.209?

Question 3-2.  How many DNS packets are in this trace file?

Question 3-3.  How many frames have the TCP SYN bit set to 1?

Question 3-4. How many frames contain the string “set-cookie” in upper case or lower case?

Question 3-5. How many frames contain a TCP delta time greater than 1 second?



Chapter 3 Challenge Answers
Question 3-1.  Using the filter ip.addr==80.78.246.209, we determined that 32 packets traveled to or

from 80.78.246.209.

M challenge101-3.pcapng = [} *
File Edit View Go Capture Analyze Statistics Telephony Wireless Tools Help

dm @ e Re=2=F isEqqQan

[W [ip.addr==80.78.246.209 ~| Expression..  + GETIPOST CONNECT HEAD HTTP4cx HTTRSwx  HTTP3ix
Now Source Protocol  Info flnd]
[— 485 24.6.181.160 .209 TCP 1270 —» 8@ [SYN] Seq=@0 Win=8192 Len=0 MSS

| 486 24.6.181,168 806.78.240,209 TCP 1271 + 8@ [SYN] Seq=0 Win=8192 Len=0 MSS

I 487 80.78.246,209 680 TCP 8@ - 1271 [SYN, ACK] Seq=0@ Ack=1 Win=584

I 488 24,6.181.160 @9 TCP 1271 + 8@ [ACK] Seq=1 Ack=1 Win=6570@ Le

‘ 489 80.78.246,209 TCP 8@ -+ 127@ [SYN, ACK] Seq=0@ Ack=1 Win=584

| 490 24.6.181.160 99 HTTP GET / HTTP/1.1

‘ 491 24.6.181,160 09 TCP 1270 - 8@ [ACK] Seq=1 Ack=1 Win=65700 Le

| 492 80.78.246.209 680 TCP 8@ » 1271 [ACK] Seq=1 Ack=446 Win=6912 L

I 493 80.78.246.209 24.6.181068 HTTP HTTP/1.1 200 OK (text/html)

‘ 494 24,6.181.1680 80.78.24€.209 HTTP GET /app/webhackers.png HTTP/1.1

| 495 24.6,181,168 80.78.240.209 TCP 1271 -+ 8@ [ACK] Seq=446 Ack=903 Win=647

| amm T U - —~ e m—m FommiT . - m N meem v e

< >

() 7 Frame(fa., 66bytes|| Packets: 51

Question 3-2.

Displayed: 32 (5.2%) -

d time: 0:0.39

|| Profile: wireshark101

Based ona dns filter, we determined that there are 8 DNS packets in the trace file.

M challenge101-3.pcapng - O >
File Edit View Go (Capture Analyze Statistics Telephony \Wireless Tools Help
g el ) RE SQe==2F 23 EQaqQal
| dns [X] ~| Expression...  + GETIPOST CONNECT HEAD HTTP4xx HTTPSx< HTTP3¢x
Mo, Source Protocol  Info
396 2001:558:6045.. DNS Standard query @xf7a5 A hackers.ru
397 2001:558:feed.. 2001: DNS Standard query response @xf7a5 A hackers...
398 2001:558:6045.. 2001: DNS Standard query @xcba7 AAAA hackers.ru
399 2001:558:feed.. 2001: DNS Standard query response @xcba7 AAAA hacke..
480 2001:558:6045.. 2001: DNS Standard query @xadd4a A www.webhackers.ru
482 2001:558:feed.. 2001: DNS Standard query response @xedd4a A www.webh..
483 2001:558:6045.. 2001: DNS Standard query @xlbcl AAAA www.webhackers..
484 2001:558:feed.. 2001: . DNS Standard query response @xlbcl AAAA WWW.W..

() 7 Domain Nan...: Protocd | Packets: 514 Displayed: 2 (1.5%) - Mad time: 0:0.34

Profile: wireshark101



Question 3-3. Based ona tcp.flags.syn==1 filter, we determined that there are 12 TCP packets with
the TCP SYN flag set on in this trace file.

M challenge101-3pcapng - C *
Fie Edit View Go Capture Analyze Statistics Telephony Wireless Tools Help
= @ RERes=f o Eaqaqm

']E)q:lression... + GET|POST COMNECT HEAD HTTP4xx HTTPSxx HTTP3xx

|| tep.flags.syn==1

Nn. Snuree Pratocnl  Tnfo

[— 1l 2001:558:6045... TCP 1194 + 80 [SYN] Seq=0 Win=8192 Len=0 MSS=..
2 2001 :558:6845.. TCP 1195 > 80 [SYN] Seq=0 Win=8192 Len=0 MSS=..
= 2001:4860:460... TCP 80 -» 1195 [SYN, ACK] Seq=0 Ack=1 Win=1440..
6 2001:1860:460.. TCP 8@ - 1194 [SYN, ACK] Seq=0 Ack=1 Win=1440..

466 2001:558:6045..
467 2001:4860:400..

|

|

|

! TCP 1268 - 80 [SYN] Seq=0 Win=8192 Len=@ MSS=..
|

|

| 485 24.6.181.160
|

|

|

|

|

|

|

|

|

|

. TCP 80 » 1268 [SYN, ACK] Seq=0 Ack=1 Win=1440..
9 TCP 1270 + 80 [SYN] Seq=@ Win=8192 Len=0 MSS=..
9 TCP 1271 » 8@ [SYN] Seq=0 Win=8192 Len=0@ MS5S5=..
487 80.78.246.209 24.6.181. TCP 80 -» 1271 [SYN, ACK] Seq=0 Ack=1 Win=58480..
489 80.78.246.209 24.6.181. TCP 80 > 1270 [SYN, ACK] Seq=e Ack=1 Win=584e..
501 24.6.181.160 80.78.246.009 TCP 1272 -+ 80 [SYN] Seq=0 Win=8192 Len=0 MSS=..
TCP 8@ - 1272 [SYN, ACK] Seq=@ Ack=1 Win=5840..

486 24.6.181.160 80.78.246.

503 80.78.246.209 24.6.181

O > Packets: 519 Display=d: 12 (2 3%¢) - Jead time: 0:0.38 Profile: wireshar<101

Question 3-4. Basedona frame matches " (?i)set-cookie" filter, we determined that three packets
contained this string. We disabled Allow subdissector to reassemble TCP streams in TCP
Preferences in order to see the response code 200 OK in frame 9.

M challenge101-3pcapng - C *
Fie Edit View Go Capture Analyze Statistics Telephony Wireless Tools Help

Am 1 ® BB Re==F 8= Eaaan

l.|ﬁamemahd’1es'{?i}set—coohe' ']E)q:lression... + GET|POST CONNECT HEAD KHTTP4xx HTTPSxx HTTP3xx

Source inati Protocol  Info
2001:4860:400... HTTP HTTP/1.1 200 OK [Unreassembled Packet]

2001:4860:400.. 2001:555x60.. HTTP HTTP/1.1 200 OK (GIF89a)
2001:4860:400.. 2001:55@860.. TCP [TCP Retransmission] 8@ - 1268 [PSH, ACK]..

O > Packets: 519 Display=d: 3 (0.6%¢) - d time: 0:0.36 Profile: wireshar<101



Question 3-5.

Based ona tcp.time delta > 1 filter, we determined that 18 TCP frames arrived with
over a 1 second delay preceding them.

M challenge1n1-2peapng — r s
Fie Edit View Go
A = @®

(W] tep.time_delta > 1

Capture  Analyze Statistics
RE Qe EF IS/EAQqQHE
'] Expression...
Protocol  Info
HTTP GET /search?hl=en&rls=com.mic..
HTTP GET /csi?v=3&s=web&action=8ei..
HTTP GET /url?sa=t&rct=j&q=metaspl..
2. 2001:4860:4.. HTTP GET /search?q=hackers.ru&sour..
472 |54.2306230..|2001:558:604%5. 2001:4860:4.. HTTP GET /csi?v=3&s=web&action=8&e=..
475 |2.997750000 |2001:4860:404¢1. 2001:558:60.. TCP [TCP Retransmission] 8@ - 126..
Im HTTP GET /url?sa=t&rct=j&q=hackers..
| 509 14.6455750..(24.6.181.160 80.78.246.209 TCP 1270 - 80 [RST, ACK] Seq=322 ..
: 510 |15.1602640.. 24.6.181.160 80.78.246.209 TCP 1271 > 80 [RST, ACK] Seq=446 ..
: 511 |16.2138780.. 2001:558:604 .. 2001:4860:4.. TCP 1194 > 80 [RST, ACK] Seq=5811..
L 512 |21.3711470.. 2001:558:604 ,.. 2001:4860:4.. TCP 1195 - 80 [RST, ACK] Seq=5183..
513 |18.9984140.. 2001:558:60, 5.. 2001:4860:4.. TCP 1268 » 80 [RST, ACK] Seq=721 ..
. 514 |64.7993230..(80.78.246.2¢9 24.6.181.160 TCP 80 -» 1272 [FIN, ACK] 5eq=728 ..
515 |1.383469000 80.78.246.289 24.6.181.16@ TCP Retransmission] 80 -
516 |2.556541800 B .6.181.160 TCP Retransmission] 2@
517 |5.248543000 |8 p 24.6.181.160 TCP Retransmission] 8
640.. |80. 7! 16. 39D 6.181.160 TCP Retransmission
28190... .6.181.160 TCP P Retransmission

Packets: 519 Display=d: 18 (3 5%) - Mead time: 0:0.37

Telephony  Wireless  Tools  Help

+ GET|POST COMMECT HEAD HTTP4xx HTTPSxx HTTP3xx

Destination
5. 2001:4860:4..
. 2001:4860:4..
. 2001:4860:4...

518 @8.285
p.

8
80

]
]
]
519 |20.51 ]

Qo7

| Profile: wireshar<101



Chapter 4 Skills:
Color and Export Interesting
Packets

Wireshark is one of those tools that every engineer is a bit afraid to use. It's like bringing the big guns on board.
Once you get familiar with it and tame the beast, this is the most powerful tool you will have on your networking
tool belt.

Lionel Gentil
iTunes Software Reliability Engineer, Apple, Inc.



Quick Reference: Coloring Rules Interface

M The Wireshark Network Analyzer e m| s
File Edit View Go (Capture Analyze Statistics Telepho Wirgless  Tools  Help

A5 RE K = ¢ IEEA/RQAQB

goly o clisplaghlier

A .

ARP
IcMP

* ; ’ l + * EI Cancel Import... Export.. Help
060 © ©

(1)  Enable/disable all coloring rules

(2)  Enable/disable the selected coloring rule

(3)  Coloring rule name (shows current foreground/background color scheme)

(4) Coloring rule display filter syntax (also shows rule color scheme)

(5) Add a coloring rule (placed in first position on list by default)

(6)  Delete the selected coloring rule (select Clear to reload default coloring rules)

(7)  Copy selected coloring rule

(8)  Set foreground (text) color (launches Select Color window)

(9)  Set background color (launches Select Color window)

(10) Import coloring rules (select a file that contains coloring rules; rules are added to the existing

colotfilters file)
Export coloring rules (can be exported using any name)

—
—
—_

N—



4.1. Identify Applied Coloring Rules

Wireshark automatically colors packets based on a default set of coloring rules. If you become familiar with
this default set of colors, you can quickly identify packet types based on their colors instead of spending time
digging into the packets.

To quickly determine why a packet is colored a certain way, expand the Frame section of the packet and look
at the Coloring Rule Name and Coloring Rule String lines, as shown in Figure 82.

M <ec-nessus.peapng = O X
File Edit VYiew Go Capture Analyze Statistics Telephony Wireless Tools Help

am . ® Rl QResEF iz =aqQaaH

(W] apply a display fitter ... <Cirl-/> ~| Expression..  + GETIPOST CONNECT HEAD HTTP4xx HTTPSix HTTP3xx
Mo. Time: Source: Destination Protocol  Info j—

~+1 ©0.000000 192,168.1.141 192,168,1,123 ICMP Echo (ping) request id=@xd
« 2 ©.000034192,168.1.123 192,168,1.141 ICMP Echo (ping) reply  id=@xd
3 ©.007928 192,168.1,141 192,168,1.123 ICMP Echo (ping) request id=0xd

v

- Packet comments 2
v Frame 1: 98 bytes on wire (784 bits), 98 bytes captured (784 bits) on interfac..
Interface id: @ (unknown)

Encapsulation type: Ethernet (1)

Arrival Time: Jan 1@, 2006 ©9:56:33.941505000 Pacific Standard Time

[Time shift for this packet: ©.00000000@ seconds]

Epoch Time: 1136915793.941505000 seconds

[Time delta from previous captured frame: ©.000000000 seconds]

[Time delta from previous displayed frame: ©.000000000 seconds]

[Time since reference or first frame: ©.000000000 seconds]

Frame Number: 1

Frame Length: 98 bytes (784 bits)

Capture Length: 98 bytes (784 bits)

[Frame is marked: False]

[Frame is ignored: False]

[Protocols in frame: eth:ethertype:ip:icmp:data]

[Coloring Rule Name: ICMP]

[Coloring Rule String: icmp || icmpv6]

e 7 sec-nessus Packets: 2021 - Displayed: 2021 (100.0%) - Load time: 0:0.620 || Profile: wireshiark101

Figure 82. Look inside the Frame section of a packet to find out why a packet is colored a certain way. [sec-nessus101.pcapng]

~TIP

Coloring rules are maintained in a text file called colorfilters. This file can be edited with a text editor, but since it is loaded when you
open a profile, you must switch to another profile and return to the current profile to see the changes.



(1 Lab 25: Add a Column to Display Coloring Rules in Use

Adding a column to identify coloring rules is a great idea when you are new to Wireshark or you just aren’t
familiar with the coloring rules set.

Step 1: Open http-sfgatel01.pcapng.

Step 2: Click the Go To button == on the main toolbar, type in 472 and click the Go to packet button or
press Enter.

We see three different coloring rules applied to this area of the trace file. The highlight line for the
selected packet allows a bit of the original color to show through. If frame 473 has a black
background on your system, return to Lab 5 and follow the instructions to disable your IP, UDP,
and TCP checksum validation settings. To completely disable that coloring rule, see the
instructions contained in Disable Individual Coloring Rules.

M hitp-sfgate101.pcapng - = X
File Edit View Go Capture Analyze Statistics Telephony Wireless Tools Help

A ® 3@ RERe=ETiz =aqaan

(W] Aoply a display fiter .. <Ciri/> | Expression..  + GETIPOST COMMECT HEAD HTTP4xx HTTPSxx  HTTP3xx
Mo Time Source Destination Protocol  Info fa]

470 ©.015007 66,109,241,50 24.6,173,220 TCP 88 » 18623 [ACK] Seq=6901 Ack
471 ©.000928 66,109,241,50 24.6,173,220 TCP 89 - 10623 [ACK] Seq=8281 Ack
472 ©.000004 66.109.241.50 24.6.173.220 TCP 8@ = 10623 [ACK] Seq=9661 Ack
473 0.800176 24.6.173.220 66.109.241.560 TCP 18623 -+ 80 [ACK] Seq=316 Ack=
474 ©.800778 66,109,241,50 24.6,173,220 TCP 86 » 18623 [ACK] Seq=11041 Ac

| 476 ©.027249 24.6,173.220 75.75.75.75 DNS Standard query ©x7394 A partr
| 477 0.008586 24.6.173.220 107.22.233.219 TCP 1@635 - 8@ [ACK] Seq=380 Ack=
} 478 0.884329 75.75.75.75 24.6.173.220 DNS Standard query response @x73¢
} 479 0.000774 24.6.173.220 75.75.75.75 DNS Standard query @x6d2@ AAAA pz

| 480 ©.013337 75.75.75.75 24.6.173.253 DNS Staniard query response @x6d2 o~

Step 3: Expand the Frame section in the Packet Details pane for frame 472. Frame 472 matches the HTTP
coloring rule which uses a green background and black foreground (text).




Step 4:

Right-click on the Coloring Rule Name field in the Frame section and select Apply as Column.
Use this column when you want to quickly list the coloring rule applied to each frame.

FsEEaaan

'] Exoression... |+

GET|POST COMNECT

HEAD HTTF4xx HTTRSxx HTTR3xx

Sniaree

Neatiratinn

Protnenl

Tralnring Rile Name

Tnfn

470 ©.915007 66.109.241.50 24.6.173.220  TCP 80 -+ 10623 [ACK] !
471 ©.000928 66.109.241.50 24.6.173.220  TCP 80 -+ 16623 [ACK] !
472 0.000004 66.109.241.50 24.6.173.220  TCP 80 + 10623 [ACK] !
473 ©.000176 24.6.173.220 66.109.241.58 TCP 16623 -+ 8@ [ACK] !
890 -+ 10623 t |

474 ©.900778 66.109.241.50 24.6.173.220 TCP

A 4 73
k L7 1% e

75.75.75.75

| 476 0.027249 24,6.173.220
G2536 - .

4

Step 5: LAB CLEAN-UP | Right-click on the Coloring Rule Name column heading and unselect that column

from the list to hide it. If you want to view this column again later, you can right-click on any
column heading and select it from the column list.

We can see that we have packets that matched the HTTP, Bad TCP, and UDP coloring rules at this point in the
trace file. Learning the default set of coloring rules helps you quickly understand communications behaviors.



4.2. Turn Off the Checksum Error Coloring Rule

If you have Ethernet, TCP, UDP, and IP checksum validation preference settings enabled and you are
capturing on a host that uses task offload, the Checksum Error coloring rule will create false positive coloring
on your trace file. When a system supports task offloading, valid checksums are applied by the network
interface card before the frame is sent on the network. Wireshark captures a copy of the packets before that
valid checksum is calculated and applied to the frames. Consider disabling the Checksum Errors coloring rule
or disabling checksum validation (as we did in Lab 5).

Disable Individual Coloring Rules

To disable one or more coloring rules, open the Coloring Rules window by selecting View | Coloring Rules
on the main menu. Uncheck the enable/disable check box in front of a coloring rule to disable that coloring
rule. In Figure 83, we have disabled the Checksum Errors coloring rule.

M \Wireshark . Coloring Rules - wireshark101 7 X

Spanning Tree Topology Change
OSPF State Change
ICMP errors

[ ARP arp

B smb || nbss || nbns || nbipx || ipxsap || netbios
HTT http || tep.port == 80 || http2

M IPx ipx || 5px

Routing hsrp || eigrp || ospf || bgp || cdp || vrrp || carp || gvrp || igmp || ismp
TCP tep

upp udp ¥
£ >

Double click to edit: Drag to move. Rules are processed it oroer untl & match 5 fbund,

+| =l [

E Cancel Import.... Export... Help

Figure 83. Simple uncheck a coloring rule to disable it.

Disable All Packet Coloring

If you just can’t stand working with the coloring rules on, you can toggle all coloring on or off using View |
Colorize Packet List or click the Colorize Packet List button on the main toolbar.

'TIP

One of the most irritating coloring rules is the Checksum Errors coloring rule. In earlier versions of Wireshark (prior to version 1.8.x),
Ethernet, IP, UDP, and TCP checksum validations were enabled in the respective protocols’ preference settings. Since lots of
machines use task offloading (with checksum calculations offloaded to the network card), it was common to find all outbound packets
from these systems colored with the “Bad Checksum” coloring rule although the adapter applied a perfectly good checksum to the
frame before sending it onto the network.

If you updated Wireshark, you may have retained earlier checksum validation settings and you might still see Bad Checksum coloring
in your trace file. To remove these inaccurate indications, the best option is to turn off the checksum validation setting for Ethernet, IP,
UDP, and TCP using Edit | Preferences > Protocols and disabling the setting for Ethernet, IP, UDP, and TCP. Otherwise, you can
simply disable the Checksum Errors coloring rule, as shown in Figure 83. If you just disable the coloring rule, Wireshark may still
indicate that you have checksum errors inside the frame, but the Bad Checksum coloring rule will not be applied to the packets in the
Packet List pane.



4.3. Build a Coloring Rule to Highlight Delays

When users complain about slow network performance, look for delays between packets in their
communications. You can easily create a coloring rule to call your attention to these delays in UDP-based or
TCP-based communications.

Create a Coloring Rule from Scratch

In Use Filters to Spot Communication Delays, you learned how to filter on delays in a trace file. You can use a
similar technique to create a single coloring rule to detect packets that have a high delta time.

Since coloring rule strings use display filter syntax, you can easily turn any of your display filters into coloring
rules by copying the display filter into the coloring rule Filter area.

Select View | Coloring Rules and click the Add button '* . Enter the name T-Delays in the Name field.

In the Filter area, type frame.time delta > 1 || tecp.time delta > 1, asshown in Figure 84.

M Wireshark - Coloring Rules - wireshark101 ? >

MName Filter

T-Delays : frame.time_delta > 1 || teptime_delta = 1
ate Change B hsip. L hsrp ]

Spanning Tree Topology Chas
OSPF State Change .
ICMP arrors New coloring rules are placed at
the top of the list by default

=g 3| icmp.type ¢

Figure 84. Enter the coloring rule name and filter before setting up the foreground and background colors.

Now it’s time to set the foreground (text) and background colors for your coloring rule.

While selecting your new coloring rule, click the Background button. Wireshark offers an array of basic colors
and the ability to define and save custom colors. If you want to use a color repeatedly, click the Add to
Custom Colors button to save it.

Alternately, you can use Pick Screen Color to pull a color from your display.

Over the years, I have settled on the color orange as my “butt-ugly color.” I'm just not a big fan of the color
orange, so I use that background color to alert me to potential problems in the trace file. In Figure 85 I have
selected orange from the basic colors set. (This will only be visible to you in the ebook version.)

The intelligent scrollbar works very well with colorized traffic. We will focus on the Intelligent Scrollbar later
in this chapter.



M select Color

Basic colors
1 1 1 | IS |
| Pick Screen Color '

Hue: [40 Red: [255 2
Custom colors

sat: | 255 ,| Green: [170 1]
N O O 2 el
N O
e

=

Figure 85. Wireshark offers basic colors and the ability to build and save custom colors.

Wireshark always shows the foreground and background coloring scheme in the Name field so you can
ensure it looks just the way you want, as shown in Figure 86 (color is visible in the ebook version).

M Wireshark - Coloring Rules - wireshark101 ? >

This "butt-ugly orange” will
certainly catch my eye.

Figure 86. Wireshark applies your foreground and background color scheme to the coloring rules list.

Your new coloring rule will automatically be placed at the top of the Coloring Rules set. Placement of coloring
rules is important. Coloring rules are processed in order from top to bottom, and the packet is colored
according to the first matching coloring rule.



Use the Right-Click Method to Create a Coloring Rule

The fastest way to create a new coloring rule is to select the field of interest in the Packet Details pane, right-
click and select Colorize with Filter | New Coloring Rule.

Plan your coloring and naming scheme in advance. For example, if a color highlights a performance problem, affix “T-" (for
“troubleshooting”) to the front of the coloring rule name and make all your troubleshooting coloring rule backgrounds orange. Affix “S-”
(for “security”) to the front of security coloring rules and set the background color of these rules to red and foreground to white. Affix “N-
" (for “notes”) to the front of packets of interest to you and set the background color of these rules to dark green and foreground to
white. This will help you quickly classify the traffic just based on the color displayed.

The example shown below includes one security coloring rule prefaced with “S-" and two troubleshooting coloring rules prefaced by “T-

M Wireshark - Coloring Rules < wireshark101 ? *

Filter
S-FTP Cleartext Passwo

dnsflagsreode > 0 or http.responsecode > 358
frametirne_delta > 1 || teptime_delta » 1
h L hsry 16

panning Tree Topology Change st
F 9 paiagy 9 )
s e S S



£ Lab 26: Build a Coloring Rule to Highlight FTP User Names, Passwords, and More

In this lab you will create a coloring rule to call your attention to FTP request arguments, including those
associated with USER, PASS, TYPE, SIZE, MDTM, RETR, and CWD commands. We will use ftp-
crack101.pcapng again.

Step 1: Open ftp-crack101.pcapng. We began capturing in the middle of various FTP communications. In
frame 11 we can see “Request: PASS merlin” in the Info column of the Packet List pane.

Step 2: In the Packet Details pane of frame 11, fully expand the File Transfer Protocol (FTP) line. There are
two sections: Request command and Request arg(ument).

Step 3: Right-click on the Request arg line and select Colorize with Filter | New Coloring Rule, as shown

below.

M ttp-crack107.pcapng = O >
File Edit View Go Capture Analyze Statistics Telephony Wireless Tools Help

dm2® RE s = aQaH

| it |HDD?-r a display filter ... <Cirl-f= '] Expression... +
M. Time Source Destination Protocol  Length  Info —

11 9.032425 16.234,125.254 10.121.78.151 FTP 67 Request: PASS ml
) 12 ©.033229 16.121,70.151 18.234.125,254 TCP 60 212221 [ACK] S—.

Internet Protocol Version 4, Src: 18.234.125.254, Dst: 106.121.70.151 &

Transmission Control Protocol, Src Port: 2222, Dst Port: 21, Seq: 1, Ack
v File Transfer Protocol (FTP)

v PASS merlin\r\n

Request command: PAS m g
Request arg: merlin k)

Expand Subtrees Shift+Right
20 @1 96 3¢ 3f a8 ¢ Expand Al Ctrl+Right R —
00 35 36 44 40 00 &  Colapseal CrlsLeft +56D@. 04 suasdiny
46 97 08 ae 00 15 ¢ FioaaaBy JIK. P,
[ 1

44 3d ¢4 c5 00 00 it D=....PA ss [HBEl

E ed 9a Apply as Filter 3 m. .

Prepare a Filter L4
Conversation Filter L2

Colorize with Filter o Color 1

Follow s Color2

) ¥ Request arg {fp.request.arg), & bytes Copy 2 ferbed

Export Packet Bytes... Ctel+H Golarit

Color 3

Wiki Protocol Page E Coloré

Filter Field Reference Color 7

Protocol Preferences 4 Colora

Decode As.., @ Color 9

Go to Linked Packet @ Color 1

Show Linked Packet in New Windaw New Colaring Rule...



Step 4: In the Coloring Rules window that appears, name your coloring rule “S-FTP Arguments.*!” Edit
the filter to just ftp.request.arg.

Click the Background button and select red in the Basic colors area. Click OK to save your
background color setting. Click the Foreground button and select white in the Basic Colors area.
Click OK to save your foreground color setting.

M Wireshark - Coloring Rules - wireshark101 ? *

‘Name Filter

5-FTP Argurnents

panning Tree Topology Chang
O5PF State Change

Step 5: Click OK to close the Coloring Rules window and then scroll through this trace file to identify the
frames that match your new coloring rule. You should easily be able to spot FTP user names and
passwords that were captured in this trace file.

Use the right-click method to quickly make coloring rules. At times you may just right-click and accept the
filter string “as is” — other times you might decide to edit the string to be less or more specific.

41 We are using the “S-” to indicate this is a security concern. This naming convention enables you to create and apply a
frame.coloring rule.name contains "S-" toidentify all packets that match your security coloring rules.



4.4. Quickly Colorize a Single Conversation

It can be confusing to analyze traffic when your network communications contain numerous intertwined
conversations. You can use coloring to visibly separate the conversations in the Packet List pane to
differentiate them as you scroll through a trace file.

Right-Click to Temporarily Colorize a Conversation

To temporarily colorize a TCP conversation, right-click on any conversation in the Packet List pane and select
Colorize Conversation | TCP | Color 1, as shown in Figure 87. Wireshark offers ten temporary colors. Some
of the colors are quite similar and may be difficult to distinguish from each other.

Temporary colors are retained until you change to another profile, restart Wireshark, or manually remove
them.

M http-jezebel1D1.pcapng — O *
File Edit View Go Capture Analyze Statistics Telephony Wireless Tools Help
dE g @ T RE Res>=f i E=EaqaqQH
[W] apply = display filter .. <Ctri-/> ~| Expression.. 4 GET|POST CONNECT HEAD HTTP4xx HTTPSxx HTTP3xx
No, Time Source Destination Protocol  Info L))
4 0.080755 24.6.173.226 DNS Standard query response Oxdod
5 0.0026eh—pe) T7T 5% 40 20 TCP 21802 > 80 [SVN] Seq=0 Win=81
6 ©9.05264 lgnore/Unignore Packet i TCP 8@ > 21892 [SYN, ACK] Seq=@ A&
> Frame 5: 66 Set/Unset Time Reference  CirleT bytes captured (528 bits) on interface..
> Ethernet II, Time Shift.., Ctri-Shift+T  B5:64:a7:bf:a3), Dst: Cadant_31:bb:cl (..
> Internet Pro  PacketComment.. 73.220, Dst: 208.93.142.190
2 Traﬁslﬁissi’éﬁ Edit Resolved Name I‘ﬂ.m &1&%&1 ﬁjﬂ‘t‘. #&f’t: 89 ‘m_’ SEq%;-
Apply as Filter L2
Prepare a Filter g
Conversation Filter L4
Colorize Conversation 12 ENIP 1O 3
SCTR L5 ENIP Explicit 3
Fallow 5 Ethernet L
o » 1Pl 4
|Pwt L4
Protocol Preferences 4 TP 5 ColorT
::::rd:ai;inl\lewwmdow oo . See
— PN-CBA E Colord
PN-10 AR .:"’ Color4
PN-I0 AR (with data] * Calars
|E| Color &
Color 7
@ | Packets: 8310 - Displayed: 8310 (10 ! %) Colorg 01
IE‘ Color 9
0| Color10,
rsation Rule...

Figure 87. Right-click on a conversation in the Packet List pane, select the type of conversation, and choose a temporary color. [http-
jezebel101.pcapng]



In Figure 88, we applied a temporary coloring rule to the TCP conversation that was established to download
a site icon file (favicon.ico).

M hitp-jezebel101.pcapng - O *
File Edit View Go Capture Analyze Statistics Telephony Wireless Tools Help

im0 ERBE Res=FToEEQaan

l* |AD!:'I'-.r a display filter ... <Ctrl-/> : '] Expression.. <+ GET|POST CONNECT HEAD HTTP4xx HTTPSxx HTTP3xx
Mo. Time Source Destination Protocol  Info [

| 20 0.02355124.6.173.220 75.75.76.76 DNS Standard query ©xaa%9a A upda
30 0.003577 24.6.173.220 208.93.142.1990 HTTP GET /favicon.ico HTTP/1.1
;31 ©0.848482 75.75.76.76 24.6.,173.220 DNS Standard query response 0@xaa
| 32 0.000917 24.6.173.220 75.75.76.76 DNS Standard query @xa5b2 AAAA u
33 0.005292 208.93.142.190 24.6.173.220 TCP 8@ » 21892 [ACK] Seq=1925 Ac
34 ©.045472 75.75.76.76 24.6,173,.220 DNS Standard query response 0xa5
35 0.038982 208.93.142.190 24.6.173.220 HTTP HTTP/1.1 563 Service Tempora
36 ©0.001539 208.93.142.190 24.6.173.220 TCP 80 » 21892 [PSH, ACK] Seq=33
37 ©0.000313 24.6.173.220 208.93.142.1990 TCP 21892 -+ 80 [ACK] Seq=590 Ack
| 38 ©.025998 24.6,173,.220 208.,93,142,19@ TCP 21893 - 80 [ACK] Seq=298 Ack
| 39 4.8 24.6.173.220 66.6.44.4  TCP 21897 > 8@ [SYN] din=

Figure 88. Coloring conversations helps distinguish them in a trace file. [http-jezebel101.pcapng]

Remove Temporary Coloring

Although we refer to these coloring rules as “temporary,” if you apply a temporary coloring rule to a
conversation and then close the trace file, and open it again, you will notice the color is still in place.

Temporary coloring rules are in effect until you switch profiles, close Wireshark, or remove them.

To remove all your temporary color settings, select View | Colorize Conversation | Reset Colorization or
use Ctrl+Space.



(1 Lab 27: Create Temporary Conversation Coloring Rules

In this lab, you will apply three temporary coloring rules to differentiate TCP conversations. When you scroll
through the trace file, you will be able to easily see when an earlier conversation begins to surface.

Step 1: Open http-browsel01d.pcapng.

Step 2: Frame 1 is a TCP handshake packet (SYN). Right-click on frame 1 in the Packet List pane and select
Colorize Conversation | TCP | Color 1.

Step 3:  Scroll down until you see the next SYN packet —frame 12. Right-click on frame 12 in the Packet
List pane and select Colorize Conversation | TCP | Color 4.

Step 4: Scroll down until you see the next SYN packet —frame 61. Right-click on frame 61 in the Packet
List pane and select Colorize Conversation | TCP | Color 8.

Step5:  Now scroll through the trace file to see if these three conversations appear later. When you get to

frame 138, you will see conversation 3 appearing again.

M hitp-browsel07d.peapng - [m] #

File Edit View Go Capture Analyze Statistics Telephony Wireless Tools Help

AdE® RAESe22=F 5 EQQaH

(W] apply a display fiter .. <Ctrlf> = ~|Expression.. + GET|POST CONMECT HEAD HTTP4xx HTTPSxx HTTP3xx

Mo Time Source Destination Protocol  Info i

O

| 135 ©.000223 24.6.173.220 209.177.86.18 TCP 61605 > 8@ [ACK] Seq=322 Ack=625.
136 ©.,000370 24.6.173,220 209,177.86,18 HTTP GET /imagesl/en/2011first/120622.
137 ©.000918 24.6.173,220 209,177.86.18 HTTP GET /imagesl/en/2@11first/121101
I 138 0.045044 210.72.21.11 24.6.173.220 TCP 80 -» 61601 [ACK] Seq=2921 Ack=26.
I 139 0.002220 210.72.21.11 24.6.173.220 TCP 8@ + 61601 [PSH, ACK] Seq=4381 A.
: 149 ©.000125 24.6.173.220 210.72.21.11 TCP 61601 > 86 [ACK] Seq=268 Ack=474.
| 141 ©.082919 209.177.86.. 24.6.,173.220 TCP 8@ - 61604 |[ACK]| Seq=7696 Ack=30."
|
I
I
I
|
I
|

142 0.001012 209,177.86.. 24.6,173.220 HTTP Continuation
143 0.000091 24.6,173,220 209,177.86,18 TCP 61604 + 80 [ACK] Seq=309 Ack=106.
144 ©.000752 209.177.86.. 24.6.173.220 TCP 80 + 61604 [ACK] Seq=18616 Ack=3.—

145 ©,000865 209.177.86.. 24.6,173.220 HTTP Continuation

Step 6: LAB CLEAN-UP | Select View | Colorize Conversation | Reset Colorization to remove your
temporary coloring rules.

This temporary coloring is very useful when analyzing applications that require many connections — think
Microsoft’s SharePoint! It's easy to differentiate the various processes taking place on the network when we
colorize different conversations.



4.5. Master the Intelligent Scrollbar

The Intelligent Scrollbar was introduced in Wireshark version 2. This feature essentially gives you a very tall,
skinny view of the coloring seen on the Packet List pane so you can quickly locate areas of interest in your
trace file.

Note: This is another section of the book that focuses on coloring, which is visible only in the ebook format.

There is limited space on the Intelligent Scrollbar. In most cases the Intelligent Scrollbar will not display the
coloring of the entire trace file. You may need to drag the thumb on the scrollbar down to viewing the
Intelligent Scrollbar information for other points in the file.

In Figure 89, we have opened ftp-bounce.pcapng and moved the thumb of the scrollbar down to a point where
we can see a custom coloring rule being applied to packet 31.

We can also see red stripes in the Intelligent Scrollbar. Those represent the TCP Resets seen in the trace file.

X

M fip-bouncepeapng O
File Edit Miew Go Capture Analyze Ststistics Telephony Wireless Tools Help
dm o [pRBRes=FTsEEaaan
l.lr‘-\Dplvadwsuiav filter ... <Chrl-f . '] Expression...
Protocol  Info Ll
TCP 64712 + 21 [ACK] Seg=63 Ack=322 .
: m ; o j_'[__" u' - j
FTP Response: 200 Type selj
FTP

=

+ GETI|POST CONNECT HEAD HTTP4xx HTTPSxx HTTP3xx
_—

Time Source Destination

©.201725 204,181.64.2 24.6.103.134
7.

©.040956 24.6.103.134 204,.181,.64,2
©.097859 284,181.64.2 24.6.103.134

Mo,

30
32
33

Orange stripe is an FTP

34

©.126899 24.6.103,.134 204,181.64.2

©.089448 204.181.64.2 24.6.103.134
©.001690 204,.181.64.2 24.6.103.134
©.133418 24.6.103.134 204.181.64.2
©.082159 24.6.103.134 264.181.64.2

©.851747 204.181.64.2 24.6.103.134
©.000074 24.6.163.134 264.181.64.2
0.002597 2684.181.64.2 24.6.103.134

FTP ;
; command - custom coloring rule

64444 -+ 1303 [ACK] Seq=1 2

Request: STOR in design temp

Red stripes are TCP Resets -
a default coloring rule

FTP..
TCP
FTP..

FTP Dfta: 512 bytes
1383 -+ 64444 [RST] Seq=2 Win=0@ L.
FTP Data: 512 bytes

8

Packets: 53 - Displayed: 53 (100.0%) - Load time: 0:0.5 || Profile: wireshark101

Figure 89. The Intelligent Scrollbar is simply a miniature coloring view of the Packet List pane.
[ftp-bounce.pcapng].

Thumb



Navigate Manually on the Intelligent Scrollbar

Although there is a right-click menu available for the Intelligent Scrollbar (covered next), I have found the
fastest way to get to a specific point on the Intelligent Scrollbar is to simply click on the area of interest on the
scrollbar. Wireshark jumps to that point in the trace file.

Navigate with the Intelligent Scrollbar Menu

There is a right-click menu available on the Intelligent Scrollbar. One of the options on the right-click menu is
Scroll here. On a large trace file, the Scroll here feature will get you to the general area of interest, but you can
simply click on that point on the Intelligent Scrollbar to jump to that point in the trace file.

(] W
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4]

G s 7A20 TACKT San=1 Arlk=R10 LIi
g - 810 W3,

PSS AR SFRyTa A=

HTTP/1.1 204 No Content 11 right-cii k |
7446 > 80 [SYN] Seq=@ Win=8192 L. ™

Scroll here

P
,{)
Fe
J
.eg GET /url?sa=T&source=web&cd=18&ve.
ﬁJ"
€
3

80 » 7446 [SYN, ACK] Seq=0 Ack=1.
7446 - 80 [ACK] Seq=1 Ack=1 Win=.

Bottom
GET / HTTP/1.1
5 80 > 7446 [ACK] Seq=1 Ack=499 Wi. Pageup
Page down

< 7439 > 80 [ACK] Seq=810 Ack=270 .
€ HTTP/1.1 200 OK (text/html) Scroll up

{ 80 - 7446 [ACK] Seq=1461 Ack=499, __ *croldown
80 - 7446 [PSH, ACK] Seq=2921 Ac.

7446 > 88 [ACK] Seq=499 Ack=4381.

Figure 90. The Scroll here feature on the Intelligent Scrollbar can get you to the general location of interest.

Note that turning off your coloring rules individually or with the Coloring Rules button = will disable the
Intelligent Scrollbar.

The most efficient way to use this new Intelligent Scrollbar is to enhance your coloring rules so the spots of
interest stand out on the Intelligent Scrollbar. In Lab 28 you will have a chance to try this out.



3 Lab 28: Use the Intelligent Scrollbar to Quickly Find Problems

In this lab we will create a new coloring rule to identify TCP retransmissions. TCP retransmissions are a sign
of packet loss on a network and are part of Wireshark’s TCP analysis flagged packets. We'd like to just look at
the Intelligent Scrollbar to know if retransmissions (packet loss indications) are seen.

Step 1:
Step 2:

Step 3:

Step 4:

Step 5:

Open net-lost-route.pcapng.

First we will make a new coloring rule to differentiate retransmissions from all other traffic. Select
View | Coloring Rules to open the coloring rules window.

Click the Add button ' * . Name your new coloring rule T-Retransmissions. The filter should be
tcp.analysis.retransmission.

With your new coloring rule selected, click the Background button and select a vibrant color (such
as fuchsia or bright pink). Click OK to close your Select Color window. Click OK again to close
your Coloring Rules window.

i Wireshark - Coloring Rules - wireshark101 f >

Mame Filter

n
& S-FTPC I-—artr— i Password ftp.request. arg—— "PASS

Click the Reload button & on the main toolbar, if your new vibrant coloring does not appear on
the Intelligent Scrollbar.

There should be no doubt that there is a packet loss issue in this trace file. By looking at the
Intelligent Scrollbar we can see the problem is much worse towards the end of the trace file.

Again, if you are reading the ebook version, you will be able to see the colors in these screenshots.
If you are following along with the lab instructions, you can simply see all the colors on your
screen, however.

Some retransmissions and
Bad TCP indications

Some delays or HTTPIDNS )
Errors (based on the coloring
rules seen above)

Another bad spotin this
trace file

Ouch... This is where things
start getting very ugly with
constant retransmisslons

11

_JJ \

L

Using our new coloring rule we can easily see where retransmissions really begin to hit a critical
level in this trace file. If we further define our coloring rules, we can differentiate between the
delays and HTTP/DNS errors (we made both coloring rules butt-ugly orange).

LAB CLEAN-UP | Select View | Coloring Rules and disable all of your custom coloring rules at this

point. You can enable them again after you finish the labs in this book.



The Intelligent Scrollbar is a great feature. Refining your coloring rules will make it even more useful and help
you spot specific issues faster.



4.6. Export Packets that Interest You

When you work with a large trace file that has numerous communication types, consider applying filters
based on conversations or protocols and exporting the packets to a new trace file. You will have fewer packets
to deal with and your statistics will only apply to the exported packets.

You can easily export displayed packets, marked packets, or a range of packets.

Let’s say you opened net-lost-route.pcapng and applied a display filter for all HTTP GET or POST traffic
(http.request.method matches " (GET|POST) "). To export these packets to a new trace file, select File
| Export Specified Packets, as shown in Figure 91.

M WigEhark: Export Specified Packets *
Savein: | Master Distributed ¢ [M»
* Name Type Size fa)
_ i lab-htt psupload.pcapng 10/8/2012 M Wireshark capture... 432,405 KB
DIk access i lab-research.pcapng 10/4/2012 12:0 Wireshark capture... 271,680 KB
. o5 http-download101e.pcapng 11/6/2012 10:52 Al Wireshark capture... 168,118 KB
i hitp-download-a.pcapng 5/8/2012 414 PM ireshark capture... 168,118 KB
Desktop its lab-testyourskills1.pcapng 10/8/2012 10:26 AM  WVireshark capture.. 111,888 KB
i app-iperf-parallel-dualtest.pcapng 5/9/2012 1043 AM ireshark capture... 92,998 KB
m | 4] lab-gentraffic.pcapng 10/8/2012 11:17 AM ireshark capture... 90,204 KB
Libraries i app-iperf-udp-b1_10_100.pcapng 5/9/2012 1049 AM & Wireshark capture... 83,650 KB
= i app-iperf-default.pcapng 5/9/2012 10:46 Al Wireshark capture... 80,581 KB
L@ it lab-userfred.pcapng 10/7/2012 4:21 Wireshark capture... 74,618 KB
This PC i tcp-pktloss34040.pcapng 6/17/20121 PM  Wireshark capture... 55,760 KB
‘ i%% tr-twohosts.pcapng 12/2/2013 8807 PM  Wireshark capture... 54,526 KB v
l‘ File: name: netdost-routequstGETSPOSTS poapng ~ | | Save |
Network
Sawe astype: Wireshark/... - pcapng (" pcapng;”p 'gz;” ntar;” ntar.gz) ~ Cancel
Help
HERRIREITE [ Compress with gzip
OCaptured @ Displayed
(®) All packets 3
(O) Selected packet 1

Marked packets
First to |ast marked

(O Range: | (1]
Remove Ignored packets

Figure 91. Use File | Export Specified Packets to save the captured packets, displayed packets, marked packets, or a range of packets.
[net-lost-route.pcapng]

If you want to export packets that do not match neatly in a display filter, consider marking the packets before
selecting File | Export Specified Packets. Right-click on each packet of interest in the Packet List pane and
select Mark/Unmark Packet. You must mark each packet separately.

By default, marked packets appear with a black background and white foreground. When you select File |
Export Specified Packets, choose either Marked packets or First to last marked.

Packet marking is only temporary. When you open the exported packets in your new trace file, the packets
will not be marked.



3 Lab 29: Export a Single TCP Conversation

When you are focused on a specific application or a specific file download, it helps to extract conversations
into separate trace files. In this lab, you will create and extract a new trace file after locating traffic from an
executable file download process.

Step 1:
Step 2:

Open http-misctraffic101.pcapng.

Using your display filtering techniques, filter on a frame that contains “.exe” in the HTTP Request
URIfield (http.request.uri contains ".exe"). Only one frame should match your filter —
frame 211, as shown below.

It appears someone is downloading Metasploit, a popular penetration testing program.

M http-misctraffici0l.pcapng = El =
File Edit View Go Capture Analyze Statistics Telephony Wireless Tools Help

AEm 2 ® RE Qe2=2F 52 =QAQaH

@l{prequestunconmms- Eie___; i + GET|POST COMNWECT HEAD HTTP4xx HTTPSxx  HTTP3xx

Mo, Time Length Source i Protocol  Info

| 211 ©.000000 755 24.6.181.16@ 107.6.133.2 GET /data/releas..

Accept text/html, appllcatlon/xhtm1+xm1, */*\r\n
Referer: http://www.metasploit.com/download/\r\n
Accept-Language: en-US\r\n
User-Agent: Mozilla/5.@ (compatible; MSIE 9.8; Windows NT 6.1; WOW..
Accept-Encoding: gzip, deflate\r\n
Host: downloads.metasploit.com\r\n
Connection: Keep-Alive\r\n
[truncated]Cookie: _ utmc=190699575; optimizelyEndUserId=oeul3464.. v

O 7 Frame {frame), 755 bytes || Packets: 682 - Displayed: 1(0.1%) * Load time: 0:0.14 || Profile: wireshark101




Step 3:

Step 4:

Step 5:

Right-click on frame 211 in the Packet List pane. Select Conversation Filter | TCP to display this
single TCP conversation. The Status Bar should now indicate that 475 packets match your filter.

M hitp-misctraffici0l.pcapng - O =
File Edit View Go Capture Analyze Statistics Telephony Wireless Tools Help
‘ @ QaaaH

+ GET|POST CONMECT HEAD HTTP4xx HTTPSxx HTTP3xx

=2 =TI

Protocol  Info A
5@ HTTP GET /data/rel:
R TCP 8@ - 1266 [ACI v

es captured (6049 b.. "
d6:91), Dst: Cadant..
st: 107.6.133.250

66), Dst Port: 8@ (..

Source

211 ©.014505 755 24.6,181.160 167. 5. 13%
212 ©.,084223 60 107.6,133.. 24.6.181,

Frame 211: 755 bytes on wire (6048 bits), 755 B
Ethernet II, Src: Flextron_40:d6:91 (@9:21:cc:4
Internet Protocol Version 4, Src: 24.6.181.160,
Transm1551on Control Protocol, Src Port: 1266 (

Accept text/html, appllcatlon/xhtm1+xm1, */

Referer: http://www.metasploit.com/download
Accept-Language: en-US\r\n
User-Agent: Mozilla/5.@ (compatible; MSIEE @; Windows NT 6.1; WOW.. «

O 4 http-misctraffic101 | Packets: 682 * Digplayed: 475 (69.6%) * Load time: 0:0,17 || Profile: wireshark101

To save this conversation in a separate trace file, select File | Export Specified Packets. Enter the
file name exportexe.pcapng and ensure the Displayed radio button is selected before clicking Save.

Packet Range
() Captured  (®) Displayed
(®) All packets 475
() Selected packet 1
Marked packets
First to last marked
(") Range: | 1]

Remove lgnored packets

LAB CLEAN-UP | Click the Clear button &3 to remove the conversation display filter before you
continue.

You've now created a new trace file that contains a single conversation from the original trace file. Working
with a single conversation is much easier than wading through thousands of conversations in a trace file.



4.7. Export Packet Details

If you are going to write a report about network communications or packet contents, it would be nice to show
some packets along with your analysis findings. It's easy to export packet details, but be careful you don’t get
too much information during the process.

Export Packet Dissections

Select File | Export Packet Dissections to export packet details, as shown in Figure 92. There are six different
export options, but the most commonly used export types are plain text and CSV (comma separated value)
formats.

M hitp-browsel01.pcapng = O X
File: Edt Miew Go Capture Analyze Statistics Telephony Wireless Tools Help
Open Ctrl+0 E I _'J_"_ == RAaH
Open Recent * [ ~]Expression.. + GETIPOST CONNECT HEAD HTTR4ox HTTRSxx HTTP3xx
Merge.., TCP Delta Source Destination Pra

Import from Hex Dump...

24,6,173.228 75.75.75.75
i il .75 24.6.173.220
Save Cirl+5 All column data will be exported
Save As.. Ctrl+Shift+5 - add columns as desired to
export additional information
File Set > [
|

0.000000000 24.6,173.220 174,137.42.,75 — :

SRR e 75.75.75.75 24.6.173.220

Export Packet Dissections 3 SR
oy o s 174,137.42.. 24.6.,173.220
D g m— 24,.6.173.220 174,137.42.75
S —— 24.6.173.220 174,137.42.75
Eepor Objecks , ARESSALTHR 174,137.42.. 24.6.173.220
= - £ O AL 174,137.42.. 24.6.173.220
0.001870000 174.137.42.. 24.6.173.220
St S 0.000662000 24.6,173.220 174.137.42.75
15 0.021404 1514 0.021404000 174.137.42.. 24.6.173.220
£ - Tooneens T ToTmmomames T sTT T T >
@2 || Packets: 2011 * Displayed: 2011 (100.0%) * Load time: 0:0.34 || Profile: wiresharki01

Figure 92. To include packet details in a report, select File | Export Packet Dissections. [http-browsel01.pcapng]

Select the plain text format if you are going to include packet contents or summary information in a report.

Select CSV format to import packet information into another program (such as a spreadsheet program) for
further manipulation and analysis.



Define What should be Exported

There are additional options that can be defined. You can choose to export specific packets based on your
filters or marked packets. You can also define what packet information should be included in the output
process. As shown in Figure 93, you can export the Packet summary line (from the Packet List pane, including
any columns you've added), Packet details (choose All expanded, As displayed in the Packet Details pane, or
All collapsed), or the Packet Bytes (output with hex and ASCII details).

You can also select to have each packet on a different page. Be careful — you can run through reams of paper
this way. Practice exporting packet information to figure out which format would look best in a report.

Packet Range Packet Format
OCaptured @) Display=d Packet summary line

© Al packets am Include column headings
(O Selected packst 1 [ Packet dstails:

Marked packetg

s As displayed
O Range Watch out! Don't export packet details [] Packet Bytes

— unless you want a potentially huge file! [t e

Figure 93. Decide how much packet detail you need when exporting packet dissections.

Sample Text Output

The output below was created by exporting a single packet in plain text format (.txt) using the packet details
as displayed.

Frame 4: 77 bytes on wire (616 bits), 77 bytes captured (616 bits) on interface 0
Ethernet II, Src: HewlettP_a7:bf:a3 (d4:85:64:a7:bf:a3), Dst: Cadant_31:bb:c1 (00:01:5¢:31:bb:c1)
Internet Protocol Version 4, Src: 24.6.173.220, Dst: 75.75.75.75
User Datagram Protocol, Src Port: 54997 (54997), Dst Port: 53 (53)
Domain Name System (query)

[Response In: 7]

Transaction ID: 0x8920

Flags: 0x0100 Standard query

Questions: 1

Answer RRs: 0

Authority RRs: 0

Additional RRs: 0

Queries

Sample CSV Output

Exporting to CSV format allows you to manipulate the information in another tool, such as Excel. The output
below was created by exporting the packet summary line of all the packets of a trace file in comma separated
value format (.csv).

"No.","Time", "Length", "TCP Delta", "Source", "Destination", "Time to
live","Host", "Protocol", "Coloring Rule Name", "Info"

"imw,"0.000000Q", 77", ", "24 6.173.220","75.75.75.75","128", """ "DNS", "UDP",
"Standard query 0x9ba8 A www.wireshark.org"

"a2mw,"o.021978","93" " ny5 75.75.75","24.6.173.220","59", """ "DNS",6 "UDP",

"Standard query response 0x9ba8 A www.wireshark.org A 174.137.42.75"
"3m®,"p0.000783","77", """, "24.6.173.220","75.75.75.75","128","", "DNS", "UDP",
"Standard query 0x8920 AAAA www.wireshark.org"

4", "0.03001r7","77","","24.6.173.220","75.75.75.75","128","", "DNS", "UDP",
"Standard query 0x8920 AAAA www.wireshark.org"
"5m","0.003284","135", """, "75,.75,.75.75","24.6.173.220","59","" "DNS", "UDP",

"Standard query response 0x8920 AAAA www.wireshark.org SOA nsl.softlayer.com"
"e","0.001704","66","0.000000000","24.6.173.220","174.137.42.75",""128","",
"TCP", "HTTP","42379 > 80 [SYN] Seg=0 Win=8192 Len=0 MSS=1460 WS=4 SACK PERM=1"
wym","0.008046","135","","75,.75.75.75","24.6.173.220","59","", "DNS", "UDP",
"Standard query response 0x8920 AAAA www.wireshark.org SOA nsl.softlayer.com"
"8","0.013215","e66","0.021261000","174.137.42.75","24.6.173.220","54", """,



"TCP", "HTTP","80 > 42379 [SYN, ACK] Seg=0 Ack=1 Win=5840 Len=0 MSS=1460 SACK PERM=1
WS=128"

"gmw,"0.000197","54","0.000197000","24.6.173.220","174.137.42.75","128","",

"TCP", "HTTP","42379 > 80 [ACK] Seg=1 Ack=1 Win=65700 Len=0"
"10","0.000853","345","0.000853000","24.6.173.220","174.137.42.75","128", "www.wireshark.or
g","HTTP", "HTTP", "GET / HTTP/1.1 "
*ii","0.020101","60","0.020101000","174.137.42.75","24.6.173.220","54", """,

"TCP", "HTTP","80 > 42379 [ACK] Seg=1 Ack=292 Win=6912 Len=0"

Before you export the Packet Summary information, right-click on any column heading and select Displayed Columns to check for
hidden columns. Hidden columns will automatically be included in the exported file. You might like this behavior because you can
export large amounts of column data without having all the columns visible as you work. Keep in mind, however, that more columns
means more work for Wireshark when it opens and displays files, applies display filters, and applies coloring rules. If you don’t want
these columns exported, you must remove them.



3 Lab 30: Export a List of HTTP Host Field Values from a Trace File

In this lab, you will alter the Packet List pane to display the HTTP Host field before exporting information to
CSV format.

Step 1:
Step 2:

Step 3:

Open http-aul01b.pcapng.

In Lab 14 you created an HTTP Host column. The column may be hidden right now. Right-click on
any column heading in the Packet List pane and select Displayed Column | Host (which is based
on the field http.host).

If you did not retain your HTTP Host column in Lab 14, right-click the Hypertext Transfer
Protocol section in the Packet Details pane of frame 8 and select Expand Subtrees. Right-click on
the Host field and select Apply as Column. You may need to adjust the new Host column width to
see the full host name.

Enter http.host as a display filter and click the Apply button or press Enter. Only packets
that contain this field are displayed. Those are the only packets we want to export in this lab.

M hitp-aul0ib.peapng - IE] X
Eile Edit View Go Capture Analyze Statistics Telephony Wireless Tools Help
‘.-—-E REBRes=f s Eaaaqn
| |htphost B [x] ~| Expression..  + GET|POST CONNECT HEAD HTTP4xx HTTPSxx HTTRIxx
No. Time Source Destination Host Protel I | %)
8 0.000000 24.6.173.220 208.48,81.133 | www,.freewebsites.com.au |HTTP Gl
13 ©0.100123 24.6.173.220 208.48,81.,133 | www,freewebsites.com.au |HTTP Gl
14 ©0.042474 24.6.173.220 208.48,81,133 | www,freewebsites.com.au |HTTP Gl
, 18  ©.821377 24.6,173.220 208.48.81.133 | www.freewebsites.com.au |HTTP G
| 25 ©.06116524.6.173.220 208.48,.81.133 | www.freewebsites.com.au |HTTP G
26 0.000379 24.6,173.220 208.48,81,133 | www,freewebsites.com.au |HTTP Gl
;35 ©.852922 24.6.173.220 208.48,81.133 | www.freewebsites.com.au |HTTP Gl
| 39 9.854243 24.6.173.220 50.57.118.49 wiw . domainnames . com.au HTTP G
| 53 8.233015 24.6.173.220 5@.57.118.49 domainnames.com.au HTTP G
| 78  ©.194665 24.6.173.220 5@.57.118.49 domainnames.com.au HTTP G
| 79 ©.000364 24.6.173.220 5@.57.118.49 domainnames.com.au HTTP G
| 82 0.004314 24.6.173.220 50.57.118.49 domainnames.com.au HTTP G
i 85 ©.084547 24.6.173.220 5@.57.118.49 domainnames.com.au HTTP G v_f
< >
82 Packets: 854 - Displayed: 63 (7.4%) - Load time: 0:0.20 || Profile: wireshark101

Note that all Packet List pane column information (even information in hidden columns) will be
exported. Keep this in mind before adding and hiding lots of columns that you never use. Instead
of hiding these columns, consider using Edit | Preferences | Columns, selecting the column to
delete and clicking the Delete button =



Step 4: Select File | Export Packet Dissections | As CSV.
Step 5: Under Packet Range, ensure All packets and Displayed are selected.

Step 6: Under Packet Format, uncheck Packet details. We are only interested in the packet summary line.
Displayed is already selected in the Export File window.

Enter hostinformation.csv in the File Name field and click Save.

M \ireshark Export File >
Savein: | Master Distributed v| (<} il =l g
* MName Date modified Type Size

Cuick access

Desktop
=
Libraries
This PC
5 --g 3 File name: |hnstird'orma‘tiun.cs\r
etworl =
Save as type: _CSV ({Comma Separated Values summary) (*.cav) | Cancel
Packet Range " Packet Format
O Captu_r?d @) Displaye; i Packet summary lins
® Al packets &34 Include column headings:
() Selected packet 1 =cleet details- =
Marked packets i} i}
First to last marked ] o
() Range: I 1] i} [] Packet Bytes
Remove |onored packets ] ] [] Each packet on = new pags
Step 7: Open your file in a spreadsheet program (such as Excel) and sort on the Host column to view a list

of all HTTP Host field values seen in the trace file.

H 9" =
HOME  INSERT  PAGELAYOUT  FORMULAS  DATA  REVIEW  VIEW  ACROBAT

H1 - fr | Host

A B C D E F G H |
1 |No. Time Length TCPDelta  Source Destimation Time to live |Host Protoc
2 413 0.076726 416 0.000494 24.6.173.220 72.21.91.1%9 128|assets.zendesk.com HTTP
3 416 0.000883 389 0.001361 24.6.173.220 72.21.91.19 128|assets.zendesk.com HTTP
4 417 0.001232 391 0.001683 24.6.173.220 72.21.91.18% 128|assets.zendesk.com HTTP
5 505 0.011934 407 0.068205 24.6.173.220 72.21.91.19 128|assets.zendesk.com HTTP
6 53 0.233015 338 0.000493 24.6.173.220 50.57.118.49 128|domainnames.com.au [HTTP
7 78 0.194665 399 0.000407 24.6.173.220 50.57.118.49 128|domainnames.com.au  [HTTP
8 79 0.000364 401 0.000757 24.6.173.220 50.57.118.49 128|domainnames.com.au  [HTTP
9 82 0.004314 387 0.000587 24.6.173.220 50.57.118.49 128|domainnames.com.au  [HTTP
10 85 0.004547 384 0.000358 24.6.173.220 50.57.118.49 128|domainnames.com.au  [HTTP
1 88 0.000566 399 0.000386 24.6.173.220 50.57.118.49 128|domainnames.com.au  [HTTP
12 90 0.069113 395 0.000924 24.6.173.220 50.57.118.49 128|domainnames.com.au  [HTTP
13 101 0.011373 392 0.001131 24.6.173.220 50.57.118.49 128|domainnames.com.au  [HTTP

_,1‘_ 2 iana




Step 8: LAB CLEAN-UP | Return to Wireshark and click the Clear button & to remove your http.host
filter. Right-click on the Host column heading and unselect that column from the list to hide it. If
you want to view this column again later, you can right-click on any column heading and select it

from the column list.

There are many charts and graphs that cannot be created directly in Wireshark. Exporting the desired fields to
a third-party program opens up numerous options for visualizing the traffic.

mm]
/- |

In Chapter 8, you will learn how to export the HTTP hosts list quickly using the command-line tool Tshark.



Chapter 4 Challenge

Open challenge101-4.pcapng and use your packet coloring and export skills in this chapter to answer these
Challenge questions. The answer key is located in Appendix A.

Question 4-1.  What coloring rule does frame 170 match?

Question 4-2.  Temporarily color TCP stream 5 with a light blue background and apply a filter on this traffic.
How many packets match your filter?

Question 4-3.  Create and apply a coloring rule for TCP delta delays greater than 100 seconds. How many
frames match this coloring rule?

Question 4-4.  Export this filtered TCP delta information in CSV format. Using a spreadsheet program, what
is the average TCP delta time?



Chapter 4 Challenge Answers

Answer 4-1.  Frame 170 matches the Bad TCP coloring rule that looks for TCP analysis flagged packets
(except Window Update packets).

M challenge101-4pcapng = [} *
File Edit View Go Capture Analyze Statistics Telephony Wireless Tools Help

A= ® 1 ABRe2=Ef S EQAQQH

(W] apply a display fiter ... <Ctrl-/> ~ | Expression... + GETPOST CONNECT HEAD HTTP4xx HTTPSax  HTTP3xx

Mo,

TCP Delta Source Destination Protocel  Info [

v Frame 17@: 1210 bytes on wire (9680 bits), 1218 bytes captured (9680 bits) on in.. *

Interface id: @ (unknown)

Encapsulation type: Ethernet (1)

Arrival Time: Aug 31, 2012 13:51:38.466332000 Pacific Daylight Time

[Time shift for this packet: ©.000000000 seconds]

Epoch Time: 1346446298.466332000 seconds

[Time delta from previous captured frame: ©.005430000 seconds]

[Time delta from previous displayed frame: ©.005430000 seconds]

[Time since reference or first frame: ©.532897000 seconds]

Frame Number: 170

Frame Length: 1210 bytes (9680 bits)

Capture Length: 1219 bytes (968@ bits)

[Frame is marked: False]

[Frame is ignored: False]

i : ype:ip:tep]
[Coloring Rule Name: Bad TCP]
[Coloring Rule String: tcp.analysis.flags && !tcp.analysis.window_update]
Ethernet II, Src: Cadant_31:bb:cl (©0:01:5c:31:bb:cl), Dst: HewlettP_a7:bf:a3 (d..

> Internet Protocol Version 4, Src: 184,30.240.170, Dst: 24.6.173.220 -

O 7 Frame (fra.. 1210 byte|| Packets: 397 - Displayed: 397 (100,0%) * Load time: 0:0.51 || profile: wireshark101




Answer 4-2.

Answer 4-3.

We applied a filter for tcp.stream==5 and then right-clicked on one line in the Packet List
pane. We selected Colorize Conversation | TCP and selected Color 6. This TCP stream
contains 13 frames.

M hallenge101-dpapny - C pad

Fie Edit View Go Capture Analyze Statistics Telephony Wireless Tools Help
A @ I mRBIes=2FT s Eaaan

[ tep.stream==5 B4 ~|Expression.. =+ GET|POST CONMECT +EAD HTTP4ix HTTPSxx HTTP3xx

No. TCP Delta Source Destination Protocol |Streamindex  JInfo

- 20 ©0.000000000 24.6.17 @ 184.30.240.170 TCP = 29360 ~ 80 [SYN] Seg-
42 ©.031452000 184.30. 170 24.6.173.220 TCP = 80 » 29360 [SYN, ACK]
44 ©0.000122000 24.6.173. 184.3@.24e.17e TCP = 29360 » 80 [ACK] Seg-
46  0.000693000 24.6.173.2 184.30.240.170 HTTP 5 ET /swa/c/sitecopy_s
81 0.037860000 184.30.240/170 24.6.173.220 TCP = 80 » 29360 [ACK] Seg-
83 0.011778000 184.30.240 170 24.6.173.220 HTTP = HTTP/1.1 200 OK (te>
166 ©0.194656000 24.6.173.2 184.30.240.170 TCP 5 29360 ~ 80 [ACK] Seg-
298 1.3e4es84000 24.6.173.2 184.30.240.170 HTTP 5 ET /web/fw/j/mtagcor
322 ©.827597000 184.30. 70 24.6.173.228 HTTP 5 HTTP/1.1 208 OK (apy
330 0.200456000 24.6.173. 184.3@.24e.17e TCP 5 29360 ~ 80 [ACK] Seg:
373 114.879991600 24.6.173.22@ 184.30.240.170 TCP 5 20360 -+ 80 [FIN, ACK]
381 0.030611e00 184.30. 170 24.6.173.220 TCP = 80 -» 29360 [FIN, ACK]

—~ 384 ©.000195000 24.6.173.720 184.30.240.170 TCP 5 29360 » 80 [ACK] Seq-

< >

O 7 stream ind...q).sheam” Packets: 39° 'Displayad:lS(SS%}' d time: 0:0.13 ” Profile: wireshar<101

We created a coloring rule using the filter tcp.time delta > 100. We used the same
string as a display filter and found 9 frames matched this filter. One packet still retained our
temporary coloring rule from Question 4-2.

M challenge101-4pcapng - C *

Fie Edit View Go Capture Analyze Statistics Telephony Wireless Tools Help
Am @ IDRBRes=FTs=Eaaan

[ [ tep.time _delta = 100 : [] ~ ] Expression..  + GETIPOST CONNECT HEAD FTTP4xx HTTPSxx HTTP3xx

Destination Protocol  Info

| 373 24.6.173.220 184.30.2401170 TCP 29360 -+ 80 [FIN, ACK] Seq=1785 Ack=1956 W..

” Profile: wireshar<101

@ I Pamm:mgusdayad:s(z.m;)-bdﬁme:o;o.ﬂ



Question 4-4.  After creating a TCP Delta column, we selected File | Export Packet Dissections | As CSV.
We selected to export the displayed packets and only the Packet summary line.

[ ,wn‘\_,_.\_,_ _ e e o ,,_,,___ﬂ..-—'-wnrm“\m /h\..-\u
Vi TTHE T o bl gt T T i e N N
! File: name: | tepdelta.cay ~ | I Save I
Metwork ; :
Save as type: |C8V {Comma Separated Values summary) {".csv) = | Cancel
Help
Packet Range Packet Format
OCaptured (@ Displayed Packet summary ling
(@ Al packets 397 9

[ Include column headings
() Selected packest i 1 ] Packet detsils:

Markced packets i a
} 3 #e displayed
First to last marced ]
O Range: | i i} |:| Packet Bytes
z [] Each packet on a new page

Remove lonored paclkets 0

We opened the .csv file in Excel and determined the average value of the exported TCP Delta

column as 115.2703762.

H 9 5 tepdelta.csy - Excel ?TH - 0O X
HOME IMSERT PAGE LAYOUT FORMULAS DATA REVIEW VIEW Laura Chappell - ._
D11 - fv | =AvErAGE(D2:D10) ~
A B E D E E G H | 3 I

1 iNo. Time Length  TCP Delta Source  DestinaticTime to livHost Protacal (Stream iniinfo. _.
2 | 371 ] 54 115.702812 24.6.173.2 184.30.255 128 TCP 829368 > B0 [Fli
3| 372 0.000138 54 115.10553 24.6.173.2 184.30.251 128 TCP 729365 >80 [FII_
4 | 373 0.000109 54 114.879991 24.6.173,2 184.30.24( 128 TCP 5125360 > 80 [Fllj
5 | 374 0.000058 54 114.875101 24.6.173.2 184.30.24( 128 TCP 429359 >80 [FI!_
6 | 375 0.000119 54 114.86522 24.6.173.2 184.30.24( 128 TCP 2:29357 > B0 [Flf___ |
7| 376 0.000056 34 114.863234 24.6.173.2 184,30.24( 128 TCP 1 25356 > 80 [FII_
8 | 389 1.002524 54 115.755762 24.6.173,2 184.30.24( 128 TCP 3129358 > 80 [Fllj
9| 352 2.58995 54 115.787403 24.6.173.2 184,30.251 128 TCP 629364 >80 [FII_
10 395 59.93248 54 115.558333 24.6.173,2 184.30.24( 128 TCP 0125355 > 80 [Fli
n | 115.2703762)

b .4} i ! i | | | L

| tepdelta | * [4] [¥]

READY H B M -—+——+ 100%



Chapter 5 Skills:
Build and Interpret Tables and
Graphs

When people ask me why they should use Wireshark, even when they don't have much network protocol
knowledge, | tell them to compare Wireshark to an X-ray image. Anyone who sees a pair of scissors on an X-ray
image of a person’s stomach can tell you what's wrong. There shouldn't be any scissors there.

In Wireshark, there are also things that stand out, like not getting a DNS response or seeing a TCP SYN
followed by a TCP RST. By looking more and more at network traces (and reading about the network protocols),
you will be able to extract more information from the packets. Just like a doctor who knows what certain tissues
should look like, you can extract more information from an X-ray image than the novice eye.

Sake Blok
Wireshark Core Developer
Founder, SYN-bit



Quick Reference: 10 Graph Interface

M Wirechark - 10 Graphs - http-download101d — O >

Wireshark I0 Graphs: http-download101d
90 Right-click anywhere in this

window to view additional options
s | i |
EL
30
15

iy
Time ()

R 000 O 0
JName or) Display filter @ Co[or Styl'e YAms ¥ Field Smoothlng

-9 .

=]

o

Packets/s

=]

All packets [ ] Line Packets/s MNone
- TCP errors tep.analysis.flags && !tcp.znalysis.window_update I:‘ Bar Packets/s None

l+ | |=| @ Mouse @ drags () zooms Interval | 1sec = ] Time ot day @ [] Log scale Reset

m @ @ Copy | Close Help
v < =4 & O

(1) Graph area (Y axis) —The Y axis can be set to logarithmic scale#?

(2) Graph area (X axis) — The X axis defaults to seconds; scroll right/left as necessary

(3) Graph check boxes— Click these check boxes to enable/disable graph items

(4) Name of graph item — This is used as the column heading when you use Copy

(5) Display Filter area—Enter a field name or filter to be graphed

(6) Color—Select a color for the graph item from a list

(7) Graph style—Select what you want your graphed item to look like

(8) Y Axis—Change Wireshark’s default Y interval setting; access Calc functions (such as SUM, COUNT,
AVG, MIN, and MAX) - used with Y Field setting

(9) Y Field—Used with the Calc functions

(10) Smoothing — Define the Smoothed Moving Average (SMA) values

(11) Add, Delete, and Copy graph items — Add as many graph lines as you need!

(12) Mouse behavior — Select whether the mouse should drag the graph or zoom in

(13) Interval — Change the X axis value

(14) Log Scale (Logarithmic scale) —Great when plotting disparate number values

(15)
(16)

4 You will practice logarithmic graphing skills in Lab 36.



5.1. Find Out Who's Talking to Whom on the Network

Whether you are capturing live traffic or are opening a saved trace file, you should always check to see what
hosts are communicating on the network.

There are two statistics windows available to determine what hosts are talking on the network: Conversations
and Endpoints.

Check Out Network Conversations

We opened the Conversations window in Filter on a Conversation from Wireshark Statistics. In Figure 94 and
Figure 95, we opened http-espn101.pcapng, selected the Statistics | Conversations and expanded the window
to see all the columns.

In Figure 94, we selected the TCP tab, and sorted the conversations based on the Bytes column.

If you have a filter in the display filter area, you can apply that filter to the Conversations window by checking
the box in front of Limit to display filter. You can also enable the Name resolution option, but you must also
enable Resolve network (IP) addresses under Edit | Preferences | Name Resolution.

Click Follow Stream (available under the TCP and UDP tabs) to reassemble the selected conversation. This
often makes it easier to understand communication between hosts.

M Wireshark - Conversations - hitp-espr101 E
Ethernet * 1 IPv4 - 37 IPve TCP =63 UCP - 82 ,
Address A PortA Address B PortB Packet: Bytes  FacketsA—B BytesA —B
24.6.°73.220 199% 184.84.222.88 80 1,85 2020k 53 30k
24.6.73.220 19976 184.04.222.120 80 534 564k 163 11k
24,6.°73.220 19980 124.34,222.10 20 51 63k 75 4751
24,6.°73.220 19945 124.34,222.48 20 150 54k 2 7295
24,6.73.220 19956 184.84.222.152 20 157 Mk e 8526
24,6°73.220 19942 §3.71.216.176 20 127 “34k 3% 7147
24,6.73.220 19981 184.84.222.10 80 120 19k a1 2751
24.6.73.220 19944 184.04.772.48 80 11 bk 4 3729
24.6.73.220 19983 184.04.222.152 80 M Mk 3% 6082
246,773,220 19961 74.129.224.59 a0 10 03k 37 3751
24.6.73.220 19950 184.04.222.48 £ 2l a1 457
24.6.773.220 19343 184.04.222.48 Selecta conversation and click
24.6.73.220 19934 184,4.222.43 Graph to quickly build a TCP
2(4.6. 73.220 19970 184.84.222.120 Tlme-Sequence [tcptraCE] graph

[] Name resoution [ virit to display filtr

Copy ™ | Follow Stream... Graph...

Figure 94. Select Statistics | Conversations | TCP to see which hosts are communicating via TCP. [http-espn101.pcapng]



S
A-espnldi - O *

TCP* 63 UDP - g2
PacketsB —A BytesB—A RelStart Duration Bits/sA—B Bits/'sB—A "

>

;\ 22 1985 k 9.726475000 64.450526 765 a6k
> 371 553k 6716176000 62.435871 1413 Tk
L 173 258k 7550911000 61.220801 620 3k
<\7 104 147k 0.322969000 68.853274 847 17k
ﬁ\ 94 133k 3.261301000 17.293814 3944 Gk
{ 29 127k 0.162 4k
3 :g 112‘: ' Click on Conversation Types
e = A | tr Aafinae whirh tahe ehnanld 1
¢ = e 1 to define whichtabs should |
- N in this window
73 100k 3 appearin
s 59 21k 248 =k
l 58 75k 0323073000 £4,252048 . l a7
{i 42 58k 3216284000 56403650 \ 8231
-~ 40 STk 7912026000 61259194 27 B 7526 v
(\‘k
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|
mit to display filter |l:onversati6n Types |

Copy v | |Folow Stream... Graph... Close Help

ik

o

Figure 95. Expand the Conversations window to see the relative start time and duration of the conversations. [http-espn101.pcapng]

If you expand the Conversations window or scroll to the right, you will see the Relative Start (Rel Start) and
Duration columns. The Relative Start time indicates when the conversation started in the trace file. The
Duration column indicates how much time passed from the first packet of the conversation to the last packet
of the conversation.

Quickly Filter on Conversations

To filter on any conversation, right-click on a conversation and select either Apply as Filter or Prepare a Filter.
Unlike standard display filters, when filtering on conversations you can specify the direction you are
interested in, as shown in Figure 96.

“A” represents any column that has the “A” designation and “B” represents any column that has the “B”
designation. For example, if you click on the IPv4 tab, you can see Address A and Address B. If you click on
the TCP tab or UDP tab, you can see Address A, Port A and Address B, Port B.

M Wireshark . Conversations . hitp-espn101 = O x

Ethernet * 1 1Py + 37 IPve TCP - 63 uoe - 52

Address A Port A Address B & el s Packets A —~B BytesA—B Pack BytesB—A
246173220 19996 184842008 right-click i 533 30k ; 1689 &
24.6.173.220 19976 184.84.222.12%0°  ApplyasFilter Selected R 553 k
24.6.173.220 19980 184.84.222.10 Prebarea Filtér - b Dk ke 258 k
246,173,220 19945 184.84.020.48 8 ; 147 k
246173220 19956 184,84.222.15 n wand Selected 133k
24,6,173.220 19342 £2.71.216.176 Colorze ¥ o1 Selected 127k
246,173,220 19981 184,84,222,10 1] 20 119k M e 116k
246.173.220 19944 184.84.322.48 80 121 116k 110k
246.173.220 19983 18484222 152 g0 117 e worbotdected 105 k
246173220 19961 74,125.224.59 a0 110 103k 37 37 100 k
24.6.173.220 19950 184.84.272.48 &0 BB B5k 29 5 81k
246,173,220 19943 124,84.222.48 80 90 81k 4 582 75k
246173220 19954 184,84.202,48 20 67 62k 25 2006 58k
24,6.173.220 19978 184.84,222120 80 61 59k 21 1734 57k ¥
£ >
[] Mame resolution [ Limit to display filter
Copy ™ | Fallow Stream.., | Graph. ., Close Help

Figure 96. Right-click on any conversation to apply a filter, prepare a filter, find a packet in the conversation, or to build a coloring rule
for the conversation. [http-espn101.pcapng]



Remember to expand the Conversations Window. There are some very important columns (relative time, duration, and bits per
second) hidden from view on the right side when this window opens.



5.2. Locate the Top Talkers
When you are trying to determine why a network or link is saturated with traffic, take a look at which hosts

are using the most bandwidth (based on bytes, not packets).

Sort to Find the Most Active Conversation

To determine which IPv4 or IPv6 conversations are using up the most bandwidth, select Statistics |
Conversations | IPv4 or IPv6 and click twice on the Bytes column to sort from high to low, as shown in
Figure 97.

M Wireshark . Conversations . http-espn1071 - O *

Ethernet - 1 IPv4 - 37 IPve TCP - 63 UDP - 82

Address A Address B Packets By{es Packets A—B Bytes A —B PacketsB—A BytesB—A Rel Start ki
246,173,220 184.84.222.88 1,355 2020 k 533 0k 1322 1989 | 9.726479000
246,172,220 1848422248 720 849k 265 43k 455 605 k 0,322923000
24.6.173.220 184.84.222.120 613 628k 195 14k 418 614 k 6.716176000
246,173,220 184.84.222.10 371 382k 119 7502 252 374 k- 79509711000
246,173,220 184,84,222152 303 286k 110 25k 193 261k 3.261301000
246,173,220 68.71.216.176 127 134k 38 7147 B9 127 ke 0,168707000
24.6.173.220 74.125.224.59 142 115k 51 9643 97 105k 2843065000
246.173,220 184.84.272.16 41 36k 1h 1768 26 35k 7.951900000
246,173,220 184.84.222.75 36 33k 12 1602 24 32k 5377013000
24.6.173.220 138.108,7.20 31 24k ikl 1675 20 23k 5436636000
246,173,220 68.71.216.171 29 24k 4 1007 17 23k 5,192672000
24.6.173.220 75.75.75.75 180 22k 90 6973 90 15k 0000000000
246,173,220 63.71.216.157 132 20k 66 3672 o6 16k 21.502866000
24,6.173.220 184.84,232.137 30 10k 14 1638 16 17k 3270647000 ¥
£ >
[ tame resalution [ Limit to digplay filter

Copy T | Follow Stream Graph Close Help

Figure 97. Sort on the Bytes column under the IPv4 tab or IPv6 tab to identify the most active conversations in the trace file.
[http-espn101.pcapng]

Right-click on the top conversation line to apply or prepare a filter based on these top talkers, find a packet in
the conversation, or build a coloring rule for the conversation.



Sort to Find the Most Active Host

We need to go to another statistics window to find the top single talker on the network. Close the
Conversation window, select Statistics | Endpoints | IPv4 or IPv6, and click twice on the Bytes column to
sort from high to low, as shown in Figure 98. Since the top talker is generally based on bandwidth usage, the
Bytes column is the best column to use.

If you are interested in the most active transmitter on the network, sort the Tx Bytes column from high to low.

M Wireshark . Endpoints . http-espn 1071 - O X

TCP - 100 Ethernet - 2 IPv4-38 IPve UDP - 83

Address Packets Ey‘ta&d Packets A =B Bytes A —B Packets B —A BytesB—A Latitude Longitude

246,173,220 4900 4490 k 1700 207k 3200 4288 k - -

184,84.222 88 1,855 2020 k 1322 1989 k 533 0k -

184.84.222 48 720 649 k 455 605 k 265 43k -

184.84.222,120 613 628 k 418 Bldk 195 14k -

184,84.222,10 371 382 k 252 374k 119 7502~

184,84,222,152 303 286 k 193 261 k 110 P52

68.71.216,176 127 134 k 29 127k

74,125.224,50 142 115k 97 105 & Click on Endpoint Types

184,84,227.16 Edl 36k 26 3k to define which tabs

184.84.222.75 36 Bk 24 32k should appear in this

138.108.7.20 31 24k 20 23k window

68.71.216.171 29 24k 17 23k

75.75.75.75 180 2k 0 15k

52.71.216,157 132 0k 66 16k

184.84,222,137 30 19k 16 17k X v
[ tiame resolution [ Limit to display filter

Copy ™ Map Close Help

Figure 98. Sort from high to low on the Bytes column to find the top talker in the trace file. [http-espn101.pcapng]

Wireshark displays tabs based on the traffic in the trace file. You can define which tabs appear in this window
by clicking on the Endpoint Types button.

" TIP

The Map button is only active when you are looking at the IPv4 and IPv6 tabs. This button can be used to plot the IP addresses on a
map of the world. You will get a chance to enable/disable this feature and use this skill in Lab 32.



(3 Lab 31: Filter on the Most Active TCP Conversation

Pulling out the most active conversation is a common network analysis task when trace files contain tens or
even hundreds of conversations.

Step 1:
Step 2:
Step 3:

Step 4:

Step 5:

Open http-misctraffic101.pcapng.
Select Statistics | Conversations.

Click on the IPv4 tab to examine the two IPv4 conversations in this trace file. Based on the bytes
count, the most active IPv4 conversation is between 24.6.181.160 and 107.6.133.250.

Click the TCP tab to identify the most active TCP conversation. Click twice on the Bytes column
heading to sort from high to low.

M Wireshark - Conversations « http-misctraffic10l — O *
Ethernet * 1 IPvg -2 IPwE TR T LiDP —
Address A Pot A Address B PortB Pack Bytes kets A —B BytesA—B PacketsB —A BytesB
246,181,160 1266 107.6.133.250 80 5 533k gy 126 8261 343
246,181,160 1260 208.118.237.137 a0 12 o 37 3086 80
246.181.160 1264 208.118.237.137 80 40 36k 14 1705 26
246,181,160 1261 208.118.237.137 80 10 2141 5 1174 5
246181160 1263 208,118.237.137 80 10 2012 5 1175 5
246,181,160 1262 208,118.237.137 80 10 201 b 174 &
246,181,160 1265 208,118.237.137 80 10 1821 5 1169 5
£ >
[] Mame resolution [ Limit to display filter
Copy ™ |Follow Stream,.. Graph... Close Help

We can see the most active TCP conversation is between 24.6.181.160 on port 1266 (a dynamic port
number) and 107.6.133.250 on port 80.

Notice that clients use a dynamic port number when they communicate with an HTTP server. In
this case, the client has selected port 1266. If you’d prefer to see resolved port names rather than
port numbers, you must enable transport name resolution and check the Name resolution check
box on this screen.

Right-click on the most active TCP conversation and select Apply as Filter | Selected | A €-> B.
Wireshark automatically creates and applies a display filter for this TCP conversation.

M Wireshark . Conversations « http-misctraffic01 = O >

Ethernet = 1 1Py -2 IPvE TR =T U
Address A Port A Address B P

Packets A —~B Bytes A —B PacketsB —A Bytes B

right-click

246,181,160 1266 107.6.133.250.° R- 126 2261
246181160 1260 208.118.237.137 0 » Selacted o
246181160 1264 208,118.237.137 :
Prepare a Filter * b
246181160 1261 208.118.237.137 2 . S
245,181,160 1263 208,118.237.137 ind wand Selected 4
246,181,160 1262 208,118.237.137 Colorize k ..of Selécted »
246181160 1265 208118237137 &0 o182 o
w0 not Selected * Any = A
Any —B
Any —B
B — Any
£ >
[ tame resalution [ Limit to display filter

Copy 7| |Follow Stream,,. Graph... Close Help



The result of this filter is shown below. There are 475 packets that match this filter.

M http-misctraffic10l.pcapng — i} X

Eile Edit Yiew Go Capture Analyze Statistics Telephony Wireless Tools Help

Ly e Sl = =aQqan

'ra&t;poﬂ==1265&&\'D.Eddr==107.6.133.250 &&LCD.DOH;:SD + GET|POST CONNECT HEAD HTTP4xx HTTPSxx  HTTP3xx
Mo Time —Touree Destination [
~ 208 0.000000 24.6,181,160 167.6.133.250 . - 80 [SYN] Seq=0 Win=81

209 ©.083008 107.6.133.250 24.6.181.160
210 @.800755 24.6.181.160 197.6.133.25@
211 ©.0814565 24.6,181,160 107.6.133,25@ HTTP GET /data/
212 ©.084223 197.6.133.250 24.6.181.160 TCP 8@ + 1266 [A
213 9.001248 197.6.133.250 24.6.181.160 HTTP HTTP/1.1 200
214 9.000799 107.6.133.2580 24.6.181.160 TCP 80 -+ 1266 [Al
215 @.001509 107.6.133.258 24.6.181.160 TCP 80 -+ 1266
216 0.000004 24.6,181,160 107.6.133.250 TCP 1266 —» 8@ K] Seq=7082 Ack=
217 ©.081719 197.6.133.250 24.6.181.160 TCP 80 + 1266 K] Seq=4381 Ack
218 ©.000003 107.6.133.2580 24.6.181.160 TCP 80 + 1266 HACK] Seq=5841 Ack
219 0.000003 107.6.133.2580 24.6.181.160 TCP [ACK] Seq=73@1 Ack
220 0.0007380 107.6.133.258 24.6.181.160 TCP 80 + 1 [ACK] Seq=8761 Ack
221 9.004718 24.6,181,160 107.6.133.250 TCP 1266 @ [ACK] Seq=702 Ack=

ACK] Seq=1 Ack=1
eases/metasploi
] Seq=1 Ack=7¢
K (applicatic
] Seq=1461 Ack
] Seq=2921 Ack

e Packets: 632 * Displayed: 475 (69.6%) * Load time: 0:0.16 || Profile: wireshark101

Step 6: LAB CLEAN-UP | Click the Clear button &4 to remove your display filter before continuing. Toggle to
the Conversations window and click Close.

‘TIP

You can add other conversations to your filter easily by returning to the Conversations window, right-clicking on another TCP
conversation and selecting Apply as Filter | ...or Selected. Spend some time becoming proficient using this method for conversation
filtering. You can also click the Copy button in the Conversations window to buffer the current Conversations view in CSV format. You
can then paste the information into a text file, name the file with a .csv extension and open it in a spreadsheet program to further
analyze the information.



[ Lab 32: Set up GeolP to Map Targets Globally

Wireshark can use the MaxMind GeoLite database files to list the country, city, AS (Autonomous System)
number, latitude, and longitude of an IP address and map IPv4 and IPv6 addresses on a map of the earth. In
this lab, you will configure Wireshark to use this database and map IP addresses seen in a trace file.

Step 1: Open http-browsel01c.pcapng.

Step 2: Visit www.maxmind.com and download the free legacy GeoLite database files (geo*.dat files).
These files can be found by clicking the link to the GeolP databases and services link and looking
for the GeoLite database files link.+3

Step 3: To enable the GeolP feature, create a directory called maxmind on your drive and place the
maxmind files in that directory. Now select Edit | Preferences | Name Resolution and click the
GeolP database directories Edit button.

Click the Add button \* ' and browse to your maxmind directory. Click Select Folder. Click OK to
close the GeolP Database Paths window and OK to close the Wireshark Preferences window.

Step 4: Select Statistics | Endpoints and click on the IPv4 tab. You should see information in the Country,
AS Number, City, Latitude, and Longitude columns.

M Wireshark . Endpoints . http-browse101c = O *
(,1;;4 ‘11 JiEthermet-2  Pve | TCP-B0  LDP 68
acketsB'— A  Bytes B— A | Country AS Mumber City Latitude  Longitude
926 701l United States A57922 Comcast Cable Communications, Inc, Milpitas, CA 37.440399 -121.870499
21 1932} United States AS36331 SoftLayer Technologies Inc. Dallas, TX 32,783100 -96.806702
76 3915 United States AS7922 Comcast Cable Communications, Inc. Indianapolis, IN 39.713200 -86.261703
43 4944 China AS4808 CNCGROUP IP network Chinal69 Beijing Province Network Beijing, 22 39.928902 116.388298
b 658 United States AS1516% Google Inc. Mountain View, CA 37.419207 -122,057404
42 31604 China AS4808 CNCGROUP IP network Chinal69 Beijing Province Network Beijing, 22 39.928902 116.388293
ETH 65 K United States AS21859 C3 Networks Inc Los Angeles, CA 34028500 -118.317703
36 3459 China AS7497 Computer Network Information Center Beijing, 22 39.928902 116.288298
57 168 China AS7497 Computer Network Information Center Beijing, 22 39.928902 116.388293
42 3248 China AST7497 Computer Network Information Center Beijing, 22 30,028002 116.328293
42 3 China ASTAST Computer Network Information Center Beijing, 22 39928902 116.388298
< >
[] Mame resolution [ Limit to display filter
| copy ~|| map || cose || webp |

Step 5: Click the Map button. Wireshark will launch a global view in your browser with the known IP
address points plotted on the map. This process uses ActiveX, which may require that you allow
the ActiveX process to run. Click on any of the plot points to find more information about the IP
address.

123125.115.126

4 ciy Bijng, 22

Step 6: LAB CLEAN-UP | Close the browser window when you are finished. Spend some time capturing your
own traffic and mapping it globally. Learn where your packets are traveling.

43 At the time this book was written, the direct link to the MaxMind GeoLite database files was
dev.maxmind.com/geoip/legacy/geolite/, but this may change. Just look around their web site for any reference to the free
GeolP database and the free GeoLite binary/gzip files.



GeolP mapping is very helpful when you are concerned about the external destination of your traffic. For
example, if you work at a facility that should not have outbound traffic leaving the country, GeolP maps can
help identify unwanted external targets.



5.3. List Applications Seen on the Network

If you are concerned about the type of traffic flowing over a network (perhaps you suspect a host is
compromised), use Wireshark to characterize TCP- and UDP-based applications.

View the Protocol Hierarchy

Select Statistics | Protocol Hierarchy to determine which protocols and applications are in a trace file. In
Figure 99, we opened http-browsel01b.pcapng. We can see this trace file contains IPv4 and IPv6 traffic. There is
only UDP traffic running over IPv6 and only TCP traffic running over IPv4.

You cannot sort or reorder items in the Protocol Hierarchy because of the hierarchical structure of the list.

M Wireshark . Protocol Hierarchy Statistics - http-browse101b — m} X
Protocol N Percent Packets Packets Percent Bytes Bytes Bits/s End Packets End Bytes End Bits/s
v [Frame DT o TOEG 107708 108k O 0 0

v Ethernet 10040 195 100.0 107708 108k 0 0 1]
~ Internet Protocol Version 6 82 16 19 2062 2074 © 0 ]
“ User Datagram Protocol 8.2 16 19 2062 2014 0 (1] i}
Domain Mame System 8.2 16 19 2062 2074 16 2062 2074
™ |nternet Protocol Version 4 9.8 179 981 105646 106k 0 0 o
¥ Transmission Control Protocol 91.8 79 881 105646 106k 114 59681 60 k
~ Hypertext Transfer Protocol 333 65 2.7 45565 46k 33 13364 13k
Portable Netwark Graphics 05 1 11 1229 1236 1 1229 1236
Media Type 0.5 1 14 1514 1523 1 1314 1523
Line-based text data 21 4 438 5176 5207 4 5176 5207
JPEG File Interchange Format 21 4 56 6056 6092 4 6056 6092
v Compuserve GIF 113 22 173 18626 18k 16 9542 9599
Unreassembled Fragmented Packet 31 ] 84 9084 9139 6 9084 9139
Moo iy b

Figure 99. Wireshark creates a hierarchical view of the protocols and applications seen in the trace file. [http-browse101b.pcapng]

Right-Click to Filter or Colorize any Listed Protocol or Application

To perform further research on any type of traffic shown, right-click on a line and select Apply as Filter or
Prepare a Filter. You can also use right-click to build a coloring rule based on a protocol or application.



Look for Suspicious Protocols, Applications or “Data”

This is a great window to examine when you think a host may be compromised. For example, this window
would help you identify unusual network applications, such as (1) Distributed Computing
Environment/Remote Procedure Call (DCE/RPC) traffic directly under TCP, (2) Internet Relay Chat (IRC)
traffic, or (3) Trivial File Transfer Protocol (TFTP) traffic, as shown in Figure 100. When you see this suspicious
traffic, right-click to filter on the traffic and examine the traffic to determine if it is malicious*.

“Data” listed directly under TCP or UDP in the Protocol Hierarchy window indicates that Wireshark could
not apply a dissector to the traffic because it does not recognize the port number and no heuristic dissector
matched the packets.

M Wireshark - Protocol Hierarchy Statistics - sec-concern101 - O x
Protocol ¥ Percent Packets Packets Percent Bytes Bytes
v Frame 994 511 9.7 105419

“  Ethermet 994 511 9.7 105419
 |nternet Protocol Version 4 . 994 51 90,7 105419
~ User Datagram Protacol l'lght 51.2 263 65.7 69467
o ~ Trivial File Transfer Protecel & = = 0 257 [ 68684
L/ Data GonEEEiiE b @ 216 11 586 61932
Domain Name System Prepare a Filter ¥ Mot Selected 122 6 0.7 783
~ Transmission Control Protocol = 48.2 248 340 35952
Metwork News Transfer Protocol find ) s 0.2 1 0.1 122
9 Intemet Relay Chat S ~.or Selected 43 2 66 6942
_) P, Hypljrtext Traﬂ:"erdP;otocol i Enpy e Goy, .and not Selected ;; ;2 g; g:;ﬂi
Mnerjiaa?yr:e o Copi=jres =LLselected 06 3 42 M58
9 ~ Distributed Computing Envirenment / Remete Precedure Call (DCE/RPC) 29 13 39 6290
J Short Frame 0.6 3 42 4458
Malformed Packet 0.4 2 0.1 156
DCE/RPC Remote Management 0.4 2 0.7 76
< >

No displsy fier

Figure 100. Look for unusual applications or the word “data” directly under TCP or UDP. [sec-concern101.pcapng]

4 The only way to really know what is “unusual” is to know what is usual. Capture and analyze your traffic to learn
what applications are typically seen on your network.



(£ Lab 33: Detect Suspicious Protocols or Applications

When you are concerned that there may be a security issue in your trace file, open the Protocol Hierarchy
window first. Look for suspicious applications or protocols and the dreaded “data” directly under IP, UDP, or
TCP.

Step 1: Open generall01c.pcapng.

Step 2: Select Statistics | Protocol Hierarchy. This trace file contains some traffic of concern. We see
Internet Relay Chat and Data under the TCP section.

M \Wireshark . Protocol Hierarchy Statistics « general 107¢ — O *
Protocal - Percent Packets Packets Percent Bytes Bytes Bits/s End
¥ Frame 100.0 727 100.0 255587 984 O

v Ethernet 100.0 727 100.0 255587 984 O
~ Internet Protocol Version 6 14.6 106 152 38826 149 0
* Transmission Control Protocol 14.6 106 15.2 38326 149 &2
v Secure Sockets Layer 6.1 44 1.1 28408 100 42
Secure Sockets Layer 0.3 2 09 2176 8 2
~ |nternet Protocol Version 4 854 621 a8 216761 835 0
“ Transmission Control Protecol 254 621 848 216761 835 365
v Secure Sockets Layer 243 17 6.8 170633 657 175
0:3 2 12 2968 11 2
103 75 2.0 22062 83 75
03 2 0.7 1753 6 2
0.3 2 0.1 185 0 2
€ >

Step 3: Right-click on the Internet Relay Chat line and select Apply as Filter | Selected to examine it
further. Expand the Internet Relay Chat section in the Packet Details pane to learn more about the
communications. Look for the user name and the target IRC server. Perform the same steps to
examine the traffic listed as “data.” In Chapter 6 you will revisit this file to reassemble the
communications for further analysis.

Step 4: LAB CLEAN-UP | Click the Clear button &3 to remove any display filters. Toggle back to the Protocol
Hierarchy window and click the Close button.

Remember to use the Protocol Hierarchy window first when you suspect malicious traffic on the network. It’s
a quick way to find breached hosts.



5.4. Graph Application and Host Bandwidth Usage

Although you can use the Protocol Hierarchy to determine the percent of total bytes or packets that an
application uses, a graph can help you analyze the flow of applications in a trace file.

Export the Application or Host Traffic before Graphing

One of the easiest ways to determine how much bandwidth an application or host is using is to filter on that
traffic type and export the traffic to a separate trace file. For example, http-download101e.pcapng contains traffic
to and from a single host, 24.6.173.220. This trace file was created by exporting a host’s traffic from a larger
trace file.

Note: This is a large trace file (168 MB) and may be slow to load.

Select Statistics | I/O Graph to plot all the traffic in the trace file based on packets or bits. By default,
Wireshark plots the packets per second (Y axis). When we categorize the bandwidth usage of an application,
we talk about bits per second or megabits per second. In Figure 101, we changed the Y axis to Bits/s. This gives
us a clear view of the traffic to and from that single host. This download process averages 5 Mbps.

M Wireshark . 10 Graphs . hitp-download10Te = O X

Wireshark I0 Graphs: http-download101e
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Figure 101. The 10 Graph shows the flow of traffic in a trace file. [http-download101e.pcapng]

If you want to compare application usage in an IO Graph, define the application traffic in the filter areas.
When you graph TCP-based applications, be sure to base your filter on a port number (tcp.port==80)
rather than the application name to make sure you capture the connection setup and acknowledgments. For
UDP-based applications, such as DNS, you can filter based on the application name (dns) or port number. If
you are graphing a protocol, such as ICMP, simply filter on the protocol name (icmp) and export the packets
to a new trace file. We will cover applying port filters to IO Graphs after we examine applying IP address
filters to IO Graphs.



Apply ip.addr Display Filters to the |0 Graph

If your trace file contains several IP conversations, you can use display filter syntax to graph the conversation
for you.

On the 10 Graph, click the Add button '*' and enter your IP address filter in the Display filter area. Click the
check box in front of your new graph item to activate it.

In Figure 102, we opened tr-twohosts.pcapng and graphed two IP addresses using ip . addr=-= filters for
192.168.1.72 (Paige) and 192.168.1.119 (Scott). We disabled the All packets graph item and the TCP errors
graph item. We also used two different styles to differentiate the graphed items.

This IO Graph indicates that traffic flowing to/from Paige’s machine is much more steady averaging
approximately 1,100 packets per second. The traffic to/from Scott’s machine appears to be sporadic with highs
around 2,200 packets per second and lows of 0 packets per second. You can use this type of filtered graph to

compare the traffic rates of two or more hosts.

M Wireshark . 10 Graphs . tr-twohosts == O >
Wireshark I0 Graphs: tr-twohosts
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Figure 102. Use the IO Graph to identify trends in traffic to or from separate hosts. [tr-twohosts.pcapng]



Apply ip. src Display Filters to the 10 Graph

If you want to graph unidirectional traffic, use an ip.src, ip.dst, ipvé.src or ipvé.dst display filter.

For example, in Figure 103, we opened http-download101e.pcapng and launched the IO Graph. We added two
graph lines using the ip. src filter with the IP address of a client downloading a file (Jill at 24.6.173.220) and
the IP address of a server that is sending a file to this client in the trace file (199.255.156.18). We changed the Y

axis to Bits/s.

This graph indicates that Jill's machine is more active at the very beginning of the trace file (as it
communicates with other servers and resolves addresses).

Approximately 10 seconds into the trace file, however, we see the majority of the traffic is transmitted by the
server (199.255.156.18). In fact, traffic from the server accounts for almost all the bits/s graphed.

M Wireshark . 10 Graphs . http-download101e = =] *
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Figure 103. Using ip. src, we applied a filter to compare the traffic flowing from two different hosts. [http-download101e.pcapng]



Apply tcp.port or udp.port Display Filters to the IO Graph

If you want to compare the bandwidth use of numerous applications in a trace file, simply filter on the port
number for TCP-based applications or on the application name or port number for UDP-based applications.

In Figure 104, we launched the IO Graph while we were running a live capture. We set the Y Axis to Bits/s. To
find out how much bandwidth was in use by HTTP traffic on port 80, we added a display filter
(tcp.port==80) as our third graph item. We added a filter for HTTPS traffic as the fourth graph item
(tcp.port==443). We disabled the All packets and TCP errors graph items. Our graph indicates that port 80
traffic appears to peak around 27 seconds into the trace process while port 443 traffic appears to peak
approximately 36 seconds into the trace process.

M Wireshark . 10 Graphs . wireshark_pcapng_98657C67-20E2-4C46-BSFE-5101D6F0227D_20160110183210_a18036 = O X
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Figure 104. The IO Graph shows the flow of traffic during a live capture process or when opening a saved trace file. [live capture
process]



3 Lab 34: Compare Traffic to/from a Subnet to Other Traffic

In this lab you will compare all the traffic to or from subnet 184.0.0.0/8 to all other traffic. To do this, you will
use two IP address filters —one inclusion filter and one exclusion filter.

Step 1:
Step 2:
Step 3:

Step 4:

Step 5:

Step 5:

Open http-espnl01.pcapng.
Select Statistics | I/O Graph.
Unselect the check boxes in front of the All packets and TCP errors graph items. We will not be

using them in this lab.

First we will work with an inclusion filter. Click the Add button |* ' and enter

ip.addr==184.0.0.0/8 in the Display filter field. Set the graph style to Line. Set the Y Axis to
Bits/s.

Click the check box in front of the name field (which we cleared) to enable the graph item.

Now we will work with an exclusion filter. Click the Add button * again and enter
lip.addr==184.0.0.0/8 in the Display filter field. Set the graph style to Bar. Set the Y Axis to
Bits/s.

Click the check box in front of the name field (which we cleared) to enable the graph item.
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LAB CLEAN-UP | Close your IO Graph before you move on.

It is easy to graph traffic to or from various subnets. Consider capturing traffic on your network to determine
where it is flowing,.



5.5. Identify TCP Errors on the Network

Wireshark understands many types of TCP network errors, such as packet loss and receiver congestion. When
Wireshark sees packets that indicate network problems have occurred, it makes a note in the Expert System.

Use the Expert Information Button on the Status Bar

We will leave the IO Graphing for a moment to view the Expert window. The Expert Information button is on
the far left side of the Status Bar. Click the Expert Information button © to open the Expert Information
window. The Expert classifies information into five categories. The color on the Expert Information button
indicates the highest layer of Expert detail seen:

e Error: red

e  Warn (Warning): yellow
e Note: cyan

e Chat: blue

e Comment: green

In Figure 105, the Expert Information button is yellow, which indicates that there are no Expert errors, but
there are warnings in http-espn101.pcapng.

wu”M‘MMJM
Differentiated Services Field: @x@® (DSCP: CS@,
Total Length: 58
Identification: @x622a (25130)
Flags: 0x@e@
C CI% Fackets: 4900 - Displayed: 4300 (100.0%) * Load time: 0:0, 119 \

Figure 105. The Expert Information button is color-coded to let you know the highest level of Expert detail seen. [http-espn101.pcapng
]



Examine Expert Severity Levels

In Figure 106, we clicked on the Expert Information button and we see six items listed. Each item is color-
coded. These are the colors that will appear on the Expert Information button. In this trace file we do not see
the Errors level - we just see Warn (Warnings), Note, and Chat.

Generally, I focus only on Errors and Warnings.

The Group column further classifies the items. “Malformed” means that a Wireshark dissector did not fully
dissect a field or protocol. This could be an indication of a non-standard packet structure, out-of-date packet
structure or field use, out-of-date dissector, or perhaps just a broken dissector.

Sequence group items relate to problems in sequential communications, such as TCP (as also indicated in the
Protocol column).

ireshark - ert Information - http-espn -
Wireshark - Expert Inf i http-espn101 O X
Severity N Group Protocol Count
Warn Sequence TCP 63
Warn Malformed JFIF JPEG) image 3
Warn Protocol XML 4
Mote Sequence TCP 25
Mote Malformed HTTP 19
Chat Sequence TCP 168
Chat Sequence HTTP 310
< >
Ne display fter set.
Limit to Display Filter Search:l | | Show...
2 Close Error
By default, Wireshark i
. ¥ Warning
displays all five levels of
severity - in this case there | Note
are no Error or Comment ¥ Chat

Comment

Figure 106. Expert items are broken up into separate severity levels and groups. [http-espnl01.pcapng]



In Figure 107 we have expanded the top Warn group to examine the types of issues Wireshark detected. It
appears we have several indications that there is a receive buffer problem in the trace file (zero window
condition). Each line begins with the packet that triggered the warning. You can use the Expert to move
quickly around the trace file. If you click on the second item listed, Wireshark jumps to packet 256 in the trace
file.

M hitp-esp
d . 3@ REQe==F s 5Eaaaan
|'|f'wle'\'adis:ia'\'ﬁlter... Ctrl- = e | ']Exprassioﬂ... + GET|PCST CONMECT HEAD HTP4me  HTTFSax  HTTP3mx
HNo. Time Source Destination Frotocol  Info ~
. 184.84.222.18 24.6.173.220 Window Full] [TCP segment of
24.6.173.220 184.84.222.48 ZeroWindow] 19945 + 86 [ACK]
257 24.6.173.220 184.84.222.48 TCP [TCP Window Update] 19945 > 88 [AC,
258 4.6.173.228 184.84.222.48 TCP [TCP Window Update] 19945 + 80 [AC
2?54 A A_RA 2227 _AR 24 .6.172.72720 TP [TCP seomant nf a reassagbled PDU]
M Wireshark ert Information - http-espn101 — C * wbled PDU]
Severity N Group Protocol Count # tbled PDU]
v Wam Sequence TLEL 63 nbled PDU]
— window specified by the receiver is now completely full 1 Ack=8931
256: TCRZero Window segment hlad DNII1 v
= *This frame is a (suspected) out-of-order segment T
1468 TC? window specified by the receiveris now completely full
1625 TC? window specified by the receiveris now completely full
1700: TCM window specified by the recciveris now completely full
1701: TC? Zero Window segment
2156 TC? window specified by the receiveris now completely full
2158 TC? Zero Window segment v
< >
No gigplzy: fitarsar.
Limit to Display Filte Scarch: Show. .
Close Help
“
O P TCP Zern W...[U_WiIIdUW” Packels: 4900 - Display=d: <900 (100 0%)] - Luad line: 0:0,119 || Profie: wiresharkzo1

Figure 107. The Warnings area indicates that a host has run out of receive buffer space (Zero window). [http-espn101.pcapng]



Filter on TCP Analysis Flag Packets

You can quickly obtain a count of the individual TCP analysis flag packets by right-clicking on an item listed
in the Expert and selecting Apply as Filter or Prepare a Filter. In Figure 108, we opened challenge101-5.pcapng
and launched the Expert Information window. We right clicked on Packet 8 under the Warn tab, selected
Apply as Filter | Selected.

M Wireshark . Expert Infarmation « challengel07-5 = | X
Severity Group Protocol Count: M
~ Warn m Senuence TCP 190

9 Previous segr hrnmnn at cap..
11: Frevious segT | Apply as Filter Sklertad
13: Frevious seg .
Prepare a Filter  *
14: This frame is e . ; et Seletes
43: Frevious segr e wand Selected
4% Frevious segr Colorize o1 Selectec
50: This frame ise Looc Up 12 okt et R i
6% This frame isc c
69: Frevious segr R ornet Selected

——
71: Frevious segment not captured Use right-click filtering to view and count
£1: Frevious segment not captured individual Expert item types
S . e - .‘

Figure 108. You can use right-click filtering inside the Expert Information window. [challenge101-5.pcapng]

This created a filter for tcp.analysis.lost_segment. There are 172 instances of this warning in
challenge101-5.pcapng.

Alternately, you could simply type in a display filter for tcp.analysis.flags.If you are only interested in
viewing TCP problems in the trace file, explicitly exclude the Window Update packets by filtering for
tcp.analysis.flags && !tcp.analysis.window update. TCP Window Update packets are marked
with a TCP analysis flag, but they are not a problem. They are an indication that a host has just increased its
advertised receive buffer space.



5.6. Understand what those Expert Information Errors Mean

Wireshark can detect many network problems, but it does not tell you what causes those problems.
Understanding the causes of the errors, warnings, and notes will help you figure out what may be affecting
network performance.

This section lists the most common causes of the various Expert errors, warnings, and notes.

Packet Loss, Recovery, and Faulty Trace Files

Before looking for application problems, check to see if there are TCP errors in the trace file. No application
can perform well when the underlying network is falling apart.

Previous Segment Not Captured (Warnings)

This warning indicates that Wireshark did not see the previous packet(s) in a TCP communication.
Wireshark tracks the packet ordering based on TCP Sequence Numbers and can therefore easily detect
when packets are missing. Packet loss typically occurs at an internetwork device, such as a switch or a
router. Compare the sender’s TCP Sequence Number in a packet marked this way to the sender’s
previous packet to see how many packets were lost.

ACKed Segment that Wasn’t Captured (Warnings)

This warning indicates that Wireshark saw a TCP ACK, but it did not see the data packet that is being
acknowledged. If you were capturing on a spanned switch, the switch may be overloaded and unable
to forward all the packets to Wireshark. A trace file containing numerous ACKed Segment that Wasn't
Captured warnings should not be used for analysis. You do not have a complete view of traffic.

Duplicate ACK (Notes)

These notes indicate that a TCP host receiving data from another host believes a packet is missing.
This is, in essence, a complaint requesting a missing packet. When the sender receives three ACKs
requesting the same data packet (as noted in the Acknowledgment Number field of the ACKs), it
should resend the missing packet. These are part of the packet loss recovery process and are likely
caused by a switch or router dropping packets.

Retransmission (Notes)

These notes occur when Wireshark sees two data packets with the same sequence number. A sender
will retransmit a packet when it doesn’t receive a timely acknowledgment for a data packet that it
sent. This is another part of the packet loss recovery process (which is most likely caused by a switch
or router dropping packets).

Fast Retransmission (Notes)

These notes occur when Wireshark sees the data packet that someone requested through duplicate
ACKSs within 20 ms or within the Initial Round Trip Time (iRTT) of one of those duplicate ACKs. This
is another part of the packet loss recovery process (which is also most likely caused by a switch or
router dropping packets).

Spurious Retransmission (Notes)

These notes occur when Wireshark sees the data packet being resent after it has witnessed the ACK
for that data packet. From Wireshark’s perspective, the sender of the retransmission is not behaving
properly. In truth, however, perhaps you are capturing traffic closer to the receiver and the ACK
simply did not arrive at the sender of the data packet. In that case, we may see the ACK, but it never
made it to the sender of the data packet. They should retransmit the data packet in that case.



Asymmetrical or Multiple Path Indications

Asymmetrical paths are indicated when packets travel one path outbound and another path inbound.
Multiple paths are indicated when the individual packets of a data stream can be separated and travel
different routes to the target. This can cause problems if one path is faster than another.

Out-of-Order (Warnings)

This warning indicates that Wireshark saw a packet that has a lower TCP sequence number than a
previous packet. This may indicate that traffic flowed along different paths to reach the target. This
typically is not a problem unless the receiver times out waiting for the out-of-order packet and begins
to complain by sending duplicate ACKs.

Keep-Alive Indication

The TCP keep-alive process is designed to hold an idle TCP connection open for future use. However, since
the connection establishment process doesn’t take much time, tearing down the connection when it is idle
relieves both TCP peers of the unnecessary overhead of maintaining the connection.

Keep-Alive (Warnings)

A TCP Keep-Alive packet is sent when a TCP host hasn’t received any communication from a peer for
a certain amount of time. If no Keep-Alive ACK is received, the connection may be terminated. The
amount of time that a host waits before generating a Keep-Alive can usually be configured on a TCP
host. This isn’t seen as a problem.

Keep-Alive ACK (Notes)
This note is the response to a Keep-Alive packet. It is not seen as a problem.

Receive Buffer Congestion Indications

Each side of a TCP connection maintains a receive buffer (receive window) for incoming data. If an application
is slow taking data out of the buffer, it may fill. When the buffer becomes full, a host advertises a zero window
condition—no more data can be sent to that host on that connection until the host indicates it has buffer space
through a Window Update packet.

Window Full (Notes)

This note indicates that Wireshark has calculated that the packet will fill the available receive buffer
space of the target. This packet itself is not a problem, but it can be the last packet before a zero
window condition.

Zero Window (Warnings)

Zero Window warnings indicate that the sender is advertising a TCP window size value of 0, meaning
it has no receive buffer space available. The other side of the TCP connection cannot send more data if
there is no receive buffer space available. The application running on the host that sent the zero
window packet is not picking up data from the receive buffer. This can be caused by a faulty
application, overloaded host, or even an intentional user-prompting process (for example, the prompt
to save a file to a specific location).

Zero Window Probe (Notes)
This note indicates that a host is trying to determine if the target has any receive buffer space
available. In general, this is an optional part of the zero window recovery process.

Zero Window Probe ACK (Notes)
This note indicates a host has responded to a Zero Window Probe. If the window size is still set at zero
then the zero window condition continues.

Window Update (Chats)

This chat detail indicates that the sender is advertising more TCP receive buffer space than in the
previous packet. This is commonly seen in TCP communications and it is the recovery packet seen
after a zero window condition.



TCP Connection Port Reuse Indication

Connection reuse can become a problem if an application simply allows connection timeout at its own leisure.
If the connection is not fully terminated before a host tries to use the port number again, it should receive a
service refusal (TCP Reset).

Reused Ports (Notes)

This note indicates that a host is using the same port number as a previous connection between the
same two hosts in the trace file. Some applications may reuse previous ports, but security scanning
tools do this as well. The source of these packets should be investigated.

Possible Router Problem Indication

It seems that as routers become smarter and smarter, they also become dumber. Always test router
configurations and enhancements to see if the router alters the packet in an unacceptable way, such as the
issue listed below.

4 NOPs in a Row (Warnings)

This warning indicates that the TCP option value 0x01, a NOP (No Operation) option, has been seen
four times in a row in a packet. Since these NOPs are used to pad a TCP header to end on a 4-byte
boundary, you should never see four in a row. This is typically caused by a misbehaving router along
the path.

Misconfiguration or ARP Poisoning Indication

This is an expert indication that must be investigated further to determine if you are facing an intentional or
unintentional problem.

Duplicate IP Address Configured (Warnings)

This warning indicates that two or more ARP (Address Resolution Protocol) response packets offer
different hardware addresses for the same IP address. This is very unusual and can either indicate that
a host IP address was configured incorrectly (a static address that conflicts with the same address as a
dynamically-assigned address) or a system is ARP poisoning the network.

When troubleshooting network communications, always open the Expert Information window to identify any
warnings or notes. Look for any problems related to TCP before pointing at an application as the cause of poor
performance.



(1 Lab 35: Identify an Overloaded Client

In this lab we use the Expert Information window to identify the cause of poor network performance. Not
only is the client overloaded in this trace file, but there is packet loss along the path as well.

Step 1:
Step 2:
Step 3:
Step 4:

Step 5:

Open http-download101.pcapng.
Click the Expert Information button on the Status Bar.
Expand the Warn and Note sections to examine the problems detected in this trace file.

In the Warn section, click on 363: TCP window specified by the receiver is now completely full.
Wireshark jumps to packet 363 in the trace file. This is where Wireshark indicates that the client is
going to run out of receive buffer space.

M hitp-download101.peapng == ] *
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M Wireshark - Expert Information - http-download101

Severity Protocol

~ Wam
133: Previous segment not captured (common at capture start)
163: Previous segment not captured (common at capture start)
177: Previous segment not captured (common at capture start)
185: Previous segment not captured (common at capture start)

et 23%: This frame is a (suspected) out-of-order segment

240: This frame is a (suspected) out-of-order segment

242; This frame is a (suspected) out-of-order segment

244: This frame is a (suspected) out-of-order segment

246: This frame is a (suspected) out-of-order segment

268: Previous segment not captured (common at capture start)

274: This frame is a (suspected) out-of-order segment

276: Previous segment not captured (common at capture start)

302: This frame is a {suspected) out-of-order segment
: rame is a (suspected) out-of-order segment 2
- 363 TCP window specified by the receiver is now completely full
TEReh fan >

366: TCP Zero Window segment W i
L] | » N

Group
Sequence TCP 192

( Mo display fiver set. Profile: wireshark101

Limit: to Display Filter Search: | I Show.. I

Close Help

If you look past the window zero problem in this trace file, you can see the client recover with
Window Update packets in frames 377 and 378. A quick glance at the Time column (set to Seconds
Since Previous Displayed Packet) and you'll understand why this is a condition to watch for on your
network.

LAB CLEAN-UP | When you are finished looking through the Expert information, click the Close

button in the Expert Information window.

The Expert Information window is one of the first places you should look when analyzing network
performance issues.



5.7. Graph Various Network Errors

Wireshark understands many types of TCP network errors, such as packet loss and receiver congestion. When
Wireshark sees packets that indicate network problems have occurred, it tags the packets with
“tcp.analysis.flags.”

Just as you applied IP address and port filters in the previous tasks, you can also graph all TCP analysis flags
or specific flags.

Graph all TCP Analysis Flag Packets (Except Window Updates)

If you are going to graph all the TCP errors, you will need to exclude one type of tagged packet that was
tagged incorrectly. A window update packet is good. It indicates a host has more buffer space available to
receive data. Wireshark tags these packets with the tcp.analysis. flags setting. Most other items flagged
this way indicate that there are TCP problems so we must explicitly exclude the window update packets when
graphing TCP problems.

In Figure 109, we opened http-download101.pcapng and graphed All packets and TCP error packets. We
explicitly excluded the window update packets in our TCP errors filter (tcp.analysis.flags &&
ltep.analysis.window update).

If we look closely at this graph we can see a correlation between increases in TCP errors at the points where
we have a decrease in the packets/second rate. This indicates a relationship between TCP problems and
throughput issues.
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Figure 109. We graphed all the tcp . analysis. flags packets while excluding the window update packets. [http-
download101.pcapng]



Graph Separate Types of TCP Analysis Flag Packets

In Figure 110, we graphed separate TCP problems to show the relationship between them. Lost segments lead
to duplicate ACKs which lead to retransmissions. In this graph we used the Stacked Bar style.
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Figure 110. You can plot the separate TCP problems to observe the relationship between them. [http-download101.pcapng]

) Tip

A picture really is worth a thousand words. By graphing the TCP analysis flag packets alongside the general flow of traffic, you can see
the relationship between TCP problems and drops in throughput.



(£ Lab 36: Detect and Graph File Transfer Problems

In this lab we examine a file transfer process that takes place over TCP. Before we can consider
troubleshooting the application itself, we must rule out TCP problems.

Step 1:
Step 2:
Step 3:

Step 4:

Open generall01d.pcapng.

Click the Expert Information button (Don the Status Bar.

Expand and examine the Warn and Note sections to see which problems were identified by
Wireshark in the trace file.

M Wireshark . Expert Infarmation « general101d = O *
Severity : Group Protocol o
v Warn Sequence TCP

4204: Previous segment not captured (common at capture start)
4206: This frame is a (suspected) out-of-order segment
10417: Previous segment not captured (common at capture start)
11498: Previous segment not captured (common at capture start)
1224%: This frame is a (suspected) out-of-order segment
12251: This frame is a (suspected) out-of-order segment
12252; This frame is a (suspected) out-of-order segment
12254: This frame is a (suspected) out-of-order segment
12256 This frame is a (suspected) out-of -order segment
12257: This frame is a (suspected) out-of-order segment
15689: Previous segment not captured (common at capture start)
320716: Previous segment not captured (common at capture start)
32018: This frame is a {suspected) out-of-order segment
¥ Mote Sequence TCP
10420: Duplicate ACK (#1)
10422: Duplicate ACK (£2)
10424: Duplicate ACK (£3)
10426: Duplicate ACK (£4)
10428: Duplicate ACK (£5)
10430: Duplicate ACK (6]
10432: Duplicate ACK (£7)
10434 Duplicate ACK (28)
10436: Duplicate ACK (#9)

10438: Duplicate ACK (£10)
ARAAD. Mimlieate ACK [211)
£ >

Ne aisplzy fer ser.

Lipnit to Display Filter Search: | I Shaw...

Close Help

You may notice the following:

e  Wireshark does not indicate a very high number of Previous segment not captured
instances.

e  Wireshark does indicate there are a lot of Duplicate ACKs (requests for retransmissions
after packet loss).

e  Wireshark indicates that there are a fair number of retransmissions in this trace file.

All of this points to significant packet loss occurring at a single time — one big chunk of data did
not make it to the receiver.

Close the Expert Information window and select Statistics | I/O Graph.



Step 5:

Step 6:

Graph all tep.analysis.flags && !tcp.analysis.window update in the Graph 2 filter
area.

The graph isn’t very impressive at this point because we are graphing two very disparate values —
the packets per second vs. these specific analysis flag packets.

One of the problems you will face over and over is the problem of graphing two very different
values. When you encounter this issue, change the Y axis scale to logarithmic.
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Click the Log scale check box to enable the logarithmic scale function. This will completely change
the look of your graph.
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We can now see that TCP errors spiked just before the drop in throughput. When you click on any
plotted point in the graph, Wireshark jumps to that spot in the trace file, allowing you to examine
the situation further.



Step 7: LAB CLEAN-UP | Click the Close button when you are finished viewing the IO Graph.

You can build a graph on any display filter value. When performance problems arise, graphing TCP problems
alongside all traffic enables you to find out if the TCP problems are related to throughput drops.



Chapter 5 Challenge

Open challenge101-5.pcapng and use the techniques covered in this chapter to answer these Challenge
questions. The answer key is located in Appendix A.

Question 5-1.  Create an 1O Graph for this trace file. What is the highest packets-per-second value seen in
this trace file?

Question 5-2.  What is the highest bits-per-second value seen in this trace file?
Question 5-3.  How many TCP conversations are in this trace file?
Question 5-4. How many times has “Previous segment not captured” been detected in this trace file?

Question 5-5. How many retransmissions and fast retransmissions are seen in this trace file?



Chapter 5 Challenge Answers
We selected Statistics | I/O Graph and used the default Packets/s unit in the Y axis. The
highest packets-per-second value seen in this trace file is approximately 86 packets per

Answer 5-1.

second.
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p g

Wireshark I0 Graphs: challengel01-5

Fil
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g %
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30k
15°F
of | 1 | | | i 1
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Time {s)
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All packets . Line Packets/s MNone
[1 TCP errors tep.analysis.flags 88, . Bar Packets/s Mone
[] Lost packet(s) tep.analysis.lost seq.. [l Stacked Bar Packets/s None
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Answer 5-2.  After changing the Y axis to Bits/s, we can see the highest bits-per-second value seen in this
trace file is approximately 630,000 bits per second.

M Wireshark . |0 Graphs . challenge101-5

Wireshark I0 Graphs: challengel101-5
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400000
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200000
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of 1 | | 1 | I 1
0 8 16 24 32 40 48 56
Time (=)
Hover over the graph for detzik.
MName Display filter Colo Style Y Axis ¥ Field Smoothing i
All packets . Line Bits/s Mone
[1 TCP errors tep.analysis.flags 88, . Bar Packets{s Mone
[ Lost packet(s) tep.analysis.lost_seg... . Stacked Bar Packets/s None
[1 Receiver complai... tcp.analysis.duplicate... I:‘ Stacked Bar Packets/s None
o P L s : B et d Do Daiteiir AL il
[+ B=N Mouse () drags () zoomis Interval |1sec [ Time of day [ Log scale | Reset i .
Answer 5-3:  Selecting Statistics | Conversations | TCP, we can see there is only one TCP conversation in
the trace file.
M Vireshatk - Conversetions  challenge101-5 = O >4
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Answers 5-4.

After expanding the Warnings section in the Expert Information window, we can right-click
on one of the Previous segment not captured indications and select Apply as Filter | Selected. .
The Status Bar indicates there are 172 of these indications in the trace file. Most likely an
interconnecting device along a path is dropping packets.

dm @ Ti==@qan
:| | | tcp.analysis.lost_segment m > | Expression.. + GET|POST CONNECT HEAD HTTP4xx HTTPSxx HTTP3xx

M Wireshark . Expert Information « challenge101-3 —

Severity N Group Protocol
v Warmn Sequence TR

9: Previous segment =of T
11: Previous segment < Filte Selected

< Prepare a Filter ¥ Mot Selected
No dlsplzy fiber ser. Find .and Selected

Limit to Display Filter ! Colorize ...or Selected
Look Up .wand not Selected
Copy «ornot Selected

|| Profile: wireshark101




Answer 5-5.

Clicking on the Notes section and applying a filter for tcp.analysis.retransmission,
we can see there are a total of 183 Retransmissions and Fast retransmissions combined. These
are the recovery processes for packet loss.

challenge101-5.pcapn
hallenge101-5.pcapng

- [} *
File Edit View Go Capture Analyze Statistics Telephony Wireless Tools Help
Am 7@ RE Qes=fFf i =QaaQaaH
|ﬂ|icp.analysis.rehansmission| m '_| Expression.: + GETIPOST CONNECT HEAD HTTP4xx HTTPSxx  HTTP3xx

Mo Source Destination Protocol  Info A

|| Profile: wireshark101



Chapter 6 Skills: Reassemble
Traffic for Faster Analysis

Network analysis is all about the packets: what kind of story are the packets telling? Even if you speak fluent
binary, you need a tool that will quickly break down the packets and the protocols/packet structure. If your login
fails, what really failed? The packets will tell you. What if you are using LANDesk to capture an image and it gets
so far, looking successful, then just dies. No errors. Nothing. The packets tell the story (your imaging AD
account password expired...who knew?) Look at the packets first instead of “when all else fails.”

Lanell Allen
Wireshark Certified Network Analyst™



Quick Reference: File and Object Reassembly Options

M hittp-disney101,pcapng = O >
File | Edit View Go Capture Analyze Statistics Telephony Wireless Tools Help
Open Ctrl+0 ET & =8 Q& H
Open Recent X =3 ~|Ewpression.. + GET|POST COMNECT HEAD HTTP4xx HTTPSxx  HTTP3ux
Merge.., Destination Protocol  Info el
Import from Hex Bump... 208.111.1.. TCP [ACK] Seq=1 Ack=1 Win=65.
Close CorleW 208,111.1.. HEIL — sets/314da@Bc2ccOc65e476.
Save Ctrl+5 24,6,173... TCP skl npack Hacke oy } Ack=1 W.
Save As.. gty LR PR (G|  O0vSlnmgnoBals  GeD ) Ack=1 W.
Set/Unset Time Reference Ctrl+T 2
i et ' 2;8611131 :E: Time Shift.. Crb+ Shift+ T ' 1‘“;:;1 GL:‘
T i Wik Packet Comment.., i ) e
e 208.111,1.. TCP 1 Win=65.
Export Packet Dissections L4 b Riame 4
£ : 5 208,111.1.. TCP i 1 Win=65.
xport Packet Bytes.., Ctrl+H
Export PDUs to File.. 208.111.1. HTTP Apply as Filter » 13a791286.
Bipire Sk Sexsigs Keysi 208 111 1 UTTD Prepare  Filter » ladA21G20 Y
Export Objects » ‘_EJI_CO-M‘- ], 74 b Conversation Filter v interfac.. *
i d4:85 Colorize Conversation * 1:bb:c1 ..
Prit... Cirl+P I ( -
SMB., 173 e
Quit Ctrl+Q e Follow -ATEE%SMEN
vese 0101 = Header Length: 20 bytes Copy Q)UE'PE"EE”‘
» Differentiated Services Field: ox@@ (DSC . @,S>L Stream
rotocol Preferences
Total Length: 6@ P R _
Identification: @x697e (27605) Show Packet in New Window
» Flags: 0x00 g
CJ ¥ Packets: 5143 - Displayed: 6143 {100.0%) - Load time: 0:0.124 Profile: wireshark101

Select File | Export Objects | [DICOM | HTTP | SMB | TFTP] to export reassembled objects*>
Right-click in the Packet List pane and select Follow | TCP Stream?*

(TCP stream filter)

Right-click in the Packet List pane and select Follow | UDP Stream

(UDP port numbers and IP addresses filter)

Right-click in the Packet List pane and select Follow | SSL Stream

(SSL port number and IP addresses filter)

45 Be sure to enable the Allow subdissector to reassemble TCP streams TCP preference setting before attempting reassembly.

46 Wireshark automatically detects if you right-clicked on a TCP, UDP or SSL stream. SSL streams must be decrypted to
be reassembled and viewed.



6.1. Reassemble Web Browsing Sessions

Whether you are troubleshooting a slow web browsing session or you just want to look “under the hood” of
an HTTP communication, you can use Wireshark’s reassembly feature to see what's really going on by
rebuilding the conversations between HTTP clients and servers.

Use Follow | TCP Stream

Right-click on an HTTP packet in the Packet List pane and select Follow | TCP Stream. Wireshark rebuilds
the conversation without any MAC-layer, IPv4/IPv6, UDP/TCP headers or field names. The result is a clearer
picture of what is being said between hosts. In Figure 111, we opened http-browsel01.pcapng, right-clicked on
packet 10 (an HTTP GET request) in the Packet List pane, and selected Follow | TCP Stream. The
conversation is color-coded: red for the first host seen in the conversation and blue for the second host seen in
the conversation®’.

M Wireshark - Fallow TCP Stream (tep.stream eq 0) - hitp-browse101 - o X

GET / HTTP/1.1 ~
Host: www.wireshark.org

User-Agent: Mozilla/5.0 (Windows NT 6.1; WOW64; rv:
16.08) Gecko/20100101 Firefox/16.0

Accept: text/html,application/xhtml+xml,application/
xml;q=0.9,*/*;q=0.8

Accept-Language: en-US,en;q=0.5

Accept-Encoding: gzip, deflate

Connection: keep-alive

HTTP/1.1 280 OK

Server: Apache/2

Vary: Accept-Encoding

X-Slogan: If it can shock or blind you it's layer 1.
Cache-Control: no-cache

Content-Type: text/html

Date: Sat, 20 Oct 2012 23:37:20 GMT

Keep-Alive: timeout=5, max=67

Transfer-Encoding: chunked

ETag: "240b17-40ad-4cb18943247F3" v
Packet 10, 1 chlent pifs), & server pifs) 1 um, Gl o select
Entire conversation (1348) - Show dataas [ASCIE  ~ Stream [0 [F

Find: | | [ Fndmext |

Hide this stream Print Saveas.. Close Help
Figure 111. The communications become muich clearer when you follow the stream. [http-browse101.pcapng]

If you look at the display filter area, you'll note that Wireshark applies a filter based on the TCP Stream index
(tcp.stream eq 0). This is a unique number given to each TCP conversation. This is the first TCP stream in
the file, and is given stream index number 0.

TCP stream numbers are assigned by Wireshark. This field does not exist in the actual packet.

47 If you captured the browsing session beginning with the TCP handshake, the client communications will be in red and
the server communications will be in blue.



Use Find, Save, and Filter on a Stream

There are several options available after you follow a stream.

e Click Find to search for a text string.
e Click on the up/down arrows on the Stream field to reassemble different streams.

e Click Save As to save the conversation as a separate file. The Save As feature is great if you want to
export a file that was transported across a conversation.

e Select Hide this stream to create and apply an exclusion display filter for this stream (! tcp. stream
eq 0) . The ability to filter out conversations after examining them is crucial in narrowing down
suspicious traffic on a network.

You will use the Save As function in Lab 38.



(3 Lab 37: Use Reassembly to Find a Web Site’s Hidden HTTP Message

It is not unusual to have numerous “hidden” messages sent to your browser when you hit a web site. In this
lab you will analyze a trace file that contains two hidden messages. Afterwards, visit the same web site again

to catch other interesting messages.

Step 1:
Step 2:

Step 3:

Open http-wiresharkdownload101.pcapng.

The first three packets are the TCP handshake for the web server connection. Frame 4 is the client’s
GET request for the download.html page. Right-click on frame 4 and select Follow | TCP stream.

Traffic from the first host seen in the trace file, the client in this case, is colored red. Traffic from the

second host seen in the trace file, the server in this case, will be colored blue.

Wireshark displays the conversation without the Ethernet, IP, or TCP headers. Scroll through the
stream to look for the hidden message from Gerald Combs, creator of Wireshark. It is located in the

server stream and begins with X-Slogan.
X-Slogan: Sniffing the glue that holds the Internet together.

M Wireshark . Follow TCP Stream (tcp.stream eq 0) - http-wiresharkdownload 101 - O %

GET /download.html HTTP/1.1 &
Host: www.wireshark.org

User-Agent: Mozilla/5.0 (Windows; U; Windows NT 6.1; en-US; rv:1.9.2.18)
Gecko/20110614 Firefox/3.6.18

Accept: text/html,application/xhtml+xml,application/xml;q=0.9,%/%;q=0.8
Accept-Language: en-us,en;q=0.5

Accept-Encoding: gzip,deflate

Accept-Charset: IS0-8859-1,utf-8;gq=0.7,%;9=0.7

Keep-Alive: 115

Connection: keep-alive

Cookie: __ utma=87653150.190379794.1311185717.1311454861.1311475252.3;
__utmc=8765315@; _ utmz=87653150.1311475252.3.6.utmcsr=google|
utmcen=(organic) |utmcmd=organic |utmctr=wireshark%20bug%202234;
__utmb=87653150.3.10.1311475252

HTTP/1.1 280 0K

Date: Sun, 24 Jul 2011 ©2:43:21 GMT

Server: Apache/2.2.14 (Ubuntu)

Last-Modified: Wed, 20 Jul 2011 22:53:12 GMT

Accept-Ranges: bytes

X-Mod-Pagespeed: ©.9.11.5-312

Vary: Accept-Encoding

Content-Encoding: gzip

X-Slogan: Sniffing the glue that holds the Internet together.
Cache-control: max-age=0, no-cache, no-store

Content-Length: 5457

1 e plafs). 5 sevver pha's £ .

Entire conversation (6518 bytes) v Show data as | ASCIT b Stream

Find: | [ Fndnext |

Hide this stream Print. Saveas... Close Help



Step 4: This isn’t the only message hidden in the web browsing session. Now that you know the message
begins with “X-Slogan,” how could you have Wireshark display every frame that has this ASCII
string?

Click the Close button ™ and then the Clear button E3 to remove the TCP stream filter.
Apply the display filter frame contains "X-Slogan".

Step5:  Right-click on the two other displayed frames and select Follow | TCP Stream to examine the
HTTP headers exchanged between hosts. Did you find the other message?

Use stream navigation arrows to move from one stream to another.

Click the up/down arrows to move
from one stream to the next

Stream

| Find Mext

Save as... Close Help

/\J’/\ .\nl‘/ﬁ“\\_rx.\ F \

Step 6: LAB CLEAN-UP | Click the Close button on the Follow TCP Stream window when you have finished
following streams.

Rather than scroll through a trace file and examine each packet one at a time, follow the TCP, UDP, or SSL
streams. 48 This is a function you will use again and again in your analysis process.

48 You must configure Wireshark with a decryption key in the SSL preferences area in order to follow SSL streams and
view the decrypted traffic.



6.2. Reassemble a File Transferred via FTP

Wireshark’s ability to reassemble files transferred on a network might surprise some people. It should also
emphasize the importance of using a secure channel or even file encryption to protect against unwanted
interception and reassembly of confidential files.

FTP communications use two types of connections: a command channel and a data channel. The data channel
only consists of the TCP handshake to establish the connection and then the actual data transfer itself. Using
Follow | TCP Stream on the data channel, you can easily reassemble the transferred file into its original
format.

Check your TCP preference setting to ensure Allow subdissector to reassemble TCP streams is enabled. This
setting is required for proper reassembly.

Locate the data channel by either watching packets in the command channel leading up to it, locating “FTP-
DATA” in the Protocol column, or looking for maximum-sized packets following the RETR or STOR
command. Sometimes the FTP data channel will be established over the default port 20, but that’s not
required. In the command channel communications, another port number can be defined for the data channel.

To reassemble the file transferred on the FTP data channel, right-click on the data packet and select Follow |
TCP Stream, as shown in Figure 112.

M ftp-download101.peapng = O =
File Edit View Go Capture Analyze Statistics Telephony Wireless Tools Help
d = @ RERe=2=F 5= aQaqQaqH
|:-|:\:Jui'-, a display filter ... <Ctrl-/> ~_| Expression.,. 4+ GET|POST COMNECT HEAD HTTP4xx HTTPSxx HTTP3xx
Mo, Time Source Destination Protocol Info zdl
| 79 ©.600944 24.6.173.220 131.246.123.4 FTP Request: RETR /pub/wireshar
: 80 ©,210322 131.246.123.4 24.6.173.220 . “asponse: 15@ Opening BINAR
81 ©.026085 131.246.123.4 24.5.173.229_\ P Nata- 1466 hrtes
82 ©.000984 131.246.123.4 24.6.173.220 PRV i tes
83 0,000004 131.246.123.4 24.6.173.220 'Sge;”l::"s‘::ﬁ”mi::;::ie E::f tes
84 0.000173 24.6.173.220 131.246.123.4 : ; ! (] Seq=1 A
Time Shift.., Ctrl+Shift+T
| 85 0.167047 24.6.173,220 131.246.123.4 By »eq=420 Ac
86 ©.044281 131.246.123.4 24.6.173.220 tes
87 ©.000981 131.246.123.4 24.6.173.220 s aialiic tes
8 06 SOGAAY 121 248 122 A 2A & 1732 WA Apply as Filter 13 ac B
Frame 81: 1514 bytes on wire (12112 bits) Prepare & Filter » | bits) on i.
Ethernet II, Src: Cadant_31:bb:cl (00:01: Conversation Filter * B7:bf:a3 (d..
Internet Protocol Version 4, Src: 131.246 Colorize Conversation b
Transmission Control Protocol, Src Port: ik ' 56 _(64666),..
FTP Data (1460 bytes data) Follod P TCP stream
Copy » UDP Stream
S5L Stream
Protocol Preferences L

Decode As...
Show Packet in Mew Window

22 Packets: 22479 - Displayed: 22479 (100.0%) - Load time: 0;0.273 || Profile: wireshark 101

Figure 112. Look for the FTP-DATA or full-sized packets after the RETR or STOR command. [ftp-download101.pcapng]

Wireshark displays the communications in ASCII format, indicating the direction of the data flows using color
coding (red is applied to the first communicating host while blue is applied to the second communicating
host). Change the format to Raw (set in the Show data as drop-down list), select Save As, and name your new
file based on the file name seen in the RETR or STOR command preceding this file transfer.

That’s it. You now have an exact duplicate of the file that was transferred over FTP.

'TIP

When you follow streams that contain a file, you can usually identify the file based on the first few bytes. For example, .jpg image files
begin with JFIF whereas .png image files begin with the byte string 0x89-50-4E-47. It's good to know what format the file uses if you
want to reassemble that file. Take a look at a tool called TRIDnet to identify file types (mark0.net/soft-tridnet-e.html).



(1 Lab 38: Extract a File from an FTP File Transfer

In this lab you will follow an FTP data stream to reassemble the file that was transferred. First you will
reassemble the command channel traffic to see the client login and file retrieval commands, and then you will
reassemble the data transfer channel traffic to view the file transferred.

Step 1:

Step 2:

Step 3:

Step 4:

Step 5:

Open ftp-clientsidel01.pcapng.

Check your TCP preference setting to ensure Allow subdissector to reassemble TCP streams is
enabled. This setting is required for proper reassembly.

Scroll through the beginning of this trace file. You will see numerous FTP commands used to log
in, request a directory, define a port number for the data transfer, and retrieve a file.

Right-click on frame 6 (USER anonymous) and select Follow | TCP Stream. You can easily read

the commands and responses exchanged between the client and server. The client logged in (USER
and PASS), requested the directory listing (NLST), set the transfer type to binary (TYPE), defined a
port to use for the data channel (PORT), requested a file (RETR), and ended the connection (QUIT).

M Wireshark - Follow TCP Stream (tcp.stream eq 0) - ftp-clientside 101 - O X

220 (vsFTPd 2.0.3) -
USER anonymous

331 Please specify the password.

PASS anypwd

230 Login successful.

PORT 192,168,0,101, 206,177

200 PORT command successful. Consider

using PASV.

NLST

158 Here comes the directory listing.

226 Directory send OK.

TYPE I

200 Switching to Binary mode.

PORT 192,168,0,101,206,178

200 PORT command successful. Consider

lusing P v

C RETR pantheon.jpg

mode data connection
for nantheaon.dnc (5544612 hvtes) hd
8 chent pktfs) 11 server pkis), 18 tums.

Entire conversation (505 bytes) & Show data as | ASCIT ~ | Stream

Find: | || Find Next |

Hide this stream Print Save as... Close Help
There are two data connections in this trace file: one for the directory list and another for the file
transfer. We are only interested in the data stream used for the file transfer.

The Follow TCP Stream window is linked to the packets in the trace file. Click on the RETR
pantheon.jpg line and Wireshark jumps to that packet. Click Close.

Click the Clear Filter button [ to remove the display filter that was created when you followed
the stream.

Packet 34 should be selected. Immediately following that packet you will see the start of a new
TCP connection (SYN packet) in packet 35. This is the data connection used to transfer the file
pantheon.jpg.

Right-click on packet 35 and select Follow | TCP Stream.



Step 6: You can view the file identifier that indicates this is a .jpg file (JFIF) and the metadata contained in
the graphic file.

M Wireshark . Follow TCP Stream (tep.stream eq 2) « fip-clientside101 - O X

s
eondo JFIF. o b sHoHe ow o LoEXIF. o IT* 00 unn i

------- G

non EOS 5D...

++ +.Adobe Photoshop CS2 Macintosh.2008:10:04
g s s ) s e T

2 8 = R T T SO PR PR PR TR R TR S DRI PR RN - L0 PRIL TR TRy
....... 2008:05:09 ©8:23:09.2008:05:09 ©8:23:09...

3,717 chient phih O sarver phtl & s

(et et Gk *] Shomdataas [ASCH £
Find: | | [ Find Next
Hide: this sh'eamf | Print Save as... Close Help
Step 7: To reassemble the graphic image transferred in this FTP communication, first you must click the

Show data as drop-down arrow and change the data format to Raw.

Then click the Save As button, select a target directory for the file, and set the file name as
pantheon.jpg. Click Save.

WOV, V2, NS O |- )
5202000004920a00010000006202080007920300010000
0005000000099203600100000010000000029205000100
0062020000869 2070003010000720200000020070004
000000363130300120030001000000f 000002200400
0100000010110000032a0040001000000600b0O0EOa205
00010000007 203000001Ta20500010000008203000010a2 |

14,756 client phifs), 0 server phifs), 0 tums.

A

Entire conversation (5544 kB) T Show dataas |Raw b Stream
AL
Find: C Arrays Find Mext
EBCDIC
|Hide thiz stream | Trint Eave as/ Hex Dump Help
i 3 | UTE5 11
yAML

all =



Step 8: Navigate to the target directory and open pantheon.jpg. You should see the following photo:

Step 9: LAB CLEAN-UP | When you've finished examining the Pantheon image you extracted, close your

image viewer. Return to Wireshark to close the TCP Stream window and clear your display filter.

It is easy to reassemble files transferred over TCP or UDP using Follow | TCP Stream or Follow | UDP
Stream. When the data stream is clean (does not contain any commands), you can simply reassemble the
stream and select Save As.



6.3. Export HTTP Objects Transferred in a Web Browsing Session

When analyzing HTTP communications, it can be helpful to see what individual page elements (HTTP objects)
were transferred. You can reassemble html, graphics, JavaScript, videos, style sheet objects, and more.

Check Your TCP Preference Settings First!
Before beginning this process, ensure your TCP preference for Allow subdissector to reassemble TCP streams is
enabled.

If you don’t enable TCP reassembly, Wireshark cannot reassemble the HTTP objects. In fact, Wireshark will
list each packet used to transfer an object rather than each object.

View all HTTP Objects in the Trace File

After capturing HTTP traffic or opening an HTTP trace file, select File | Export Objects | HTTP. Wireshark
displays all the elements transferred in the HTTP traffic.

In Figure 113, we opened http-espn101.pcapng and selected File | Export Objects | HTTP to list the various
objects transferred when someone browsed to www.espn.com. Note that the client connected to numerous
servers when building the main view of the web site. Some of these objects were served by ad servers.

M Wireshark . Export - HTTP object list — 0O X
Packet Hostname Content Type Size Filename i
9 WWW, ESPN, COM test/html 227 bytes
107 a.espncdn.com application/x-javascript 26 kB mbox.js
128 ESp.go,Com text/htrml 266 kB
132 a.espncdn.com text/css T4kB clcss=espn.teams.rd.css
178 a.espncdn,com text/css 309 kB btn-toggle-tablet.css
180 ratings-wrs.symantec.com  text/xml| 329 bytes brieflurl= http:562F%2Fespn.go.com%2F8ishz="18iguid="%7
291 a.espncdn.com application/x-javascript 431 kB espn.insider.201112021227 js,espn.espn360.stub.rd.js,espn.n
320 al.espncdn.com image/jpeg 491 bytes by frontpage red,jpg
325 espndotcom.tt.omtrdc.net 92 bytes standard?mboxHost=espn.go.com&mboxSession=1325973
339 a.espricdn.com image/png 245 bytes social_facebook_14.png
340 broadband.espn.go.com  text/html 87 bytes user?callback=j0uery171044244468988128804 13259732489
350 al.espncdn.com image/png 114 bytes trans_borderpng
351 al.espnecdn.com image/jpeg 16 kB bg_frontpage_elements,jpg
366 al.espncdn.com image/png 10kB header_sprite_fp.w3.png b
£ >

Save Save All Help

Figure 113. Select File | Export Objects | HTTP to export one or all of the objects. [http-espn101.pcapng]

The HTTP object list window lists all the files transferred in the trace file.

¢  The Packet column indicates the last packet of each reassembled object.

¢ The Hostname column provides the http.host value from the GET request that preceded each file
transfer.

¢ The Content Type column indicates the format of the objects. The objects may be graphics (.png, .jpg,
or .gif, for example), scripts (.js, for example), or even videos (.swf or .flv, for example).

¢ The Size column indicates the size of the transferred object.

e The Filename column provides the name of the object requested. The request for “\” indicates a
request for the default element (such as index.html) on a web page.

To export all the objects, select Save All and choose the directory where you want to save all the objects, click
Select Folder, and be patient. This may take a long time if lots of HTTP objects are listed.

To export a single object, select the object, select the directory where you want to save the object, and click
Save. Wireshark will fill out the file name based on the object name, so all you need to do is select an export
directory.



If you don’t recognize some of the file extensions shown in the HTTP Object List window (such as .css for Cascading Style Sheets),
visit www.fileinfo.com/help/file_extension. You can enter the file extension in the search box to look up the file type and a list of
programs that use that type of file.



1 Lab 39: Carve Out an HTTP Object from a Web Browsing Session

In this lab, you will open a trace file that contains a web browsing session. Using the File | Export Objects
process, you will extract one of the images transferred during the web browsing session.
Step 1: Open http-collegel01.pcapng.

Step 2: If you didn’t already do so while reading the previous section, enable your Allow subdissector to
reassemble TCP streams setting (Edit | Preferences » Protocols | TCP). When you finish this lab you
will disable the setting again. This setting is required for the File | Export Objects function.

Step 3: You created a Host column in Lab 14%. It may be hidden, however. Right-click any column
heading and enable your Host column. You may need to widen your Host column to see full host

names.
M hitp-collegel0T.peapng = m} x
Eile Edit Yiew Go (Capture Analyze Statistics Telephony Wireless Tools Help
Adm @ RB Rex=F sEEaaanr
L] | Apply a display filter ... <Ctrl-/> '_| Expression,.. =+ GET|POST CONNECT HEAD HTTP4xox HTTPSxx HTTP3xx
Mo, Time Source Destination Host Protocol  Info ]
-1 @.000000 24.6.173.220 75.75.75.75 DNS Standard
q|— 2 @.e34740 75.75.75.75 24.6.173.220 DNS Standard
3 @.000849 24.6.173.22@ 75.75.75.75 DNS Standard
4 @.e15381 75.75.75.75 24.6.173.220 DNS Standard
5 0.001024 24.6.173.220 67.223.120.50 TCP 6825 —» 8
6 8.834187 67.223.120.50 24.6.173.220 TCP 8@ » 682
T @.060201 24.6.173.220 67.223.120.50 TCP 6825 —+ B8l
8 ©0.000997 24.6.173.220 67.223.120€0 wwi. collegehumor . com hTTP GET / HT
9 0.030000 67.223.120.50 24.6,173.220 TCP [TCP Win
18 ©6.ee85613 67.223.120.50 24.6.173.220 TCP 8@ -+ 682
11 @.001062 67.223.120.50 24.6.173.220 TCP [TCP seg
12 ©.001389 67.223.120.50 24.6.173.220 TCP [TCP seg
13 0.000004 67.223.120.50 24.6,173.220 TCP [TCP seg .
3 >
@ > || Packets: 2335 * Displayed: 2335 (100.0%) - Load time: 0:0.72 || Profile: wireshark101

When you scroll through the trace file, you can see the user is browsing wwuw.collegehumor.com. We
will create a list of the HTTP objects transferred in this trace file and then extract one of the files.

In Lab 38, you used Follow | TCP Stream to extract a file from an FTP data transfer process. It's
much easier to extract HTTP objects.

Step 4: Select File | Export Objects | HTTP. Scroll through the list of objects to find a file called
7¢7b8db9cal72221a20922a49e92a86b-definitely-real-trampoline-trick.jpg that begins downloading in

frame 307.
M Wireshark . Export . HTTP object list - O X
Packet Hostname Content Type  Size Filename £

282 1.media.collegehumor.cvedn.com image/jpeg 4570 bytes 4221862727ebcal2229bd8b8bed054ed-true-american-hero-walks-deg.jpg
288 1.media.collegehumorcvedn.com  image/jpeg 3002 bytes 42854720d20b28b37ee60206bTcSdc] c-fat-woman-casually-eats-entire- ble
204 0.media.collegehumor.cvedn.com image/jpeg 9164 byte th2a530a330c97dfchfbbabb4-drunk-girl-therapist-3.)pg
307 O.media.collegehumercvedn.com  image/jpeg 5935 7c7b8db9cal72221a20922349e92a86b-definitely-real-trampoline-trick.jp

312 O.media.collegehumorcvedn.com  image/jpeg 9710 bytes” TSm0l a0 AR T et i
319 O.media.collegehumorcvedn.com image/jpeg 11 kB e5fff551d953881a 1d52b2193417689-okcupid-presents-leda-and-the-swan

337 1.media.collegehumor.cvedn.com image/jpeg 8580 bytes df334823086f7795f70b121966cf5a3a-how-to-sunvive-election-night-on-so
354 2media.collegehurnorovedn.com  image/jpeg 3034 bytes Bb8hkel11efThTFI062F1 bAfDcidbacTde-dora-the- explorer-rnovie-trailer-with

n O.static.collegehumorcvedn.com application/... 30 kB fe44a5afidevabfelachdcalZcdidees js

373 O.static.collegehumor.cvedn.com text/css 532 kB 57de9241bdb874c36a75c04680847 2df css

378 Oustatic.collegehumorcvedn.com image/png 8200 bytes |lago-collegehumor.png

381 O.media.collegehumorcvedn.com image/jpeg 3329 bytes Bf0fe7cf8136331a460ecaddffifB233- call-me-maybe-parody jpy W
< >

Save Save All Help

49 If you did not save your Host column, return to Lab 14 and follow the steps to create the column again.



Step 5: Click Save, select the target directory and let Wireshark use the actual file name. Click Save.

Navigate to your target directory to view the saved file.

Step 6: LAB CLEAN-UP | Close the HTTP Object List window and right-click on a TCP header in the Packet

List pane and disable the Allow subdissector to reassemble TCP streams setting.

Wireshark’s object exporting capability does a good job carving HTTP objects out of a web browsing session. It
does not do a good job helping you look through the exported files, however. You must use an external viewer
to see the files.

If you are a forensic investigator who needs to export thousands of files from traffic (also referred to as “data
carving”), check out NetworkMiner from Netresec, a free network forensic tool that can import .pcap® files and
carve out and display the images. You can download NetworkMiner from www.netresec.com.

50 As of the writing of this book, the free version of NetworkMiner could not import .pcapng files, but the paid version
could process .pcapng files. To convert a .pcapng file to a .pcap file format, open the file and select File | Save As and
choose the Wireshark/tcpdumpy... - libpcap format. Use the .pcap extension when you name your file.



Chapter 6 Challenge

Open challenge101-6.pcapng and use the techniques covered in this chapter to answer these Challenge
questions. The answer key is located in Appendix A.

Question 6-1. What two .jpg files can be exported from this trace file?
Question 6-2.  On what HTTP server and in what directory does next-active.png reside?
Question 6-3.  Export booksmall.png from this trace file. What is in the image?

Question 6-4. Reassemble TCP stream 7. What type of browser is the client using in this stream?



Chapter 6 Challenge Answers

Answer 6-1.  First we made certain that the TCP Allow subdissector to reassemble TCP streams preference is
enabled. Then we selected File | Export Objects | HTTP to find out which HTTP objects
were transferred in the trace file. The two .jpg files are sample2b.jpg and featureb.jpg.

M Wireshark . Export - HTTP object list — | *
Packet Hostname Content Type Size Filename i
32 8 bytes
34 8 bytes
38 8 bytes
41 B bytes
68 www.wiresharktraining.com text/htm| 4863 bytes
123 wwnwwiresharktraining.com text/css 7859 bytes

149 www.wiresharkiraining.com image/jpeg
168 www.wiresharktraining.com image/png
182
237 visitwebhosting.yshoo.com image/gif it B h = Netscape 320505020 %28V
326 wiww.wiresharktraining.com image/jpeg )
330 ¥
< >
Help
Answer 6-2.  Scrolling down in the HTTP object list, we see next-active.png listed with arbornetworks.com.
M Wireshark . Export . HTTP object list - O *
Packet Hostname Content Type Size Filename o
902 www.arbornetworks.com  text/javascript 16 kB lightboxs? =1352606426528
1082 www.arbornetworks.com  text/javascript 39 kB mediaelement-and-playerjs?_=1352606426
1132 arbornetworks.com text/html 383 bytes prev-active.png
1144 arbornetworks.com text/html 382 bytes prev-hover.png
1158 www.google-analytics.com  image/gif 35 bytes __utm.gif?utmww="5.3.78utms=18utmn=1
ks.com text/himl 382 bytes pext-hoverong
214 arbornetworks.com }:E}rtf_html ; } 383 bytes next-active.png
wwwibugherd,com application/javascript AUKE sidebarvd jsiapikey=aodnomazppwotikddxl o
£ >

Save Save all Close . Help



When you click on this entry to jump to packet 1,214, however, we see a 301 Moved

Permanently response indicating the file is at

httpyfwww.arbornetworks.com/modules/mod_arborslideshow/tmpl/img/icon/slider/next-active.png.
M challenge101-6.pcapng

File. Edit View Go (Capture Analyze Statistics Telephony Wireless Tools Help
dm e [RBR Qeas=f S =QQAaH

ﬁ |ADva a display filter ... <Ctrl-f>

K
Mo, Source Destination

'J Expression.: + GETIPOST CONNECT HEAD HTTP4xx HTTPSxx HTTP3
1214 50.16.207.192 24.6.173.220

> Internet Protocol Version 4, Src: 50.16.207.192, Dst: 24.6.173.
> Transmission Control Protocol, Src Port: 8@ (8@), Dst Port:

Date: Sun, 11 Nov 2012 94:00:44 GMT\r\n
Server: Apache/2.2.23 (Amazon)\r\n

Location: http://www.arbornetworks.com/modules/mod_arborslideshow/tmpl/img/ico..
> Content-Length: 383\r\n

Connection: close\r\n
Content-Type: text/html; charset=iso-8859-1\r\n

W
(0 ¥ Frame (fra... 729 bytes| Packets: 1779 - Displayed: 1779 (100.0%) * Load time: 0:0.48

|| profile: wireshark101
Answer 6-3.

We selected booksmall.png and selected Save As. This file depicts the top half of the Wireshark
Network Analysis book on an orange background.




Answer 6-4.

We filtered the trace file on tcp.stream eq 7 before right-clicking on a frame and
selecting Follow | TCP stream. This client is using Firefox to browse
www.wiresharktraining.com in this conversation.

M challenge101-6.pcapng = (] *
File Edit View Go  Capture Analyze G5tatistics Telephony Wireless Toolsw Help

dm @ INRB Res=T oS Eaaan

T FAFS ~| Funression + GFTIPOST  COMNNECT  HEAD  HTTP4xx  HTTPSxx  HTTP3xx

Stream (tcp.stream eq 7) - challenge101-6 = [m| X A

GEN [ HELRAL - L wh

——————— |Host: www.wir arktraining.com
> Frame 61: 3¢ |yser-Agent: Mozilla/5.@ (Windows NT 6.1; 's) on inter.. ®
» Ethernet II, |jowe4; rv:16.0) Gecko/20100101 Firefox/16.0| | 31:bb:cl (@.
> Internet Pr¢ |pccept: text/html,application/xhtml
» Transmissior |4ym]1, application/xml;q=0.9,%/*;q=0.8
‘ Accept-Language: en-US,en;q=0.5
! |Accept-Encoding: gzip, deflate
Host: wwW. Connection: keep-alive
User-Agenl |cookie: BX=01831gl89nv2a&b=3&s=ns /0101 Firefo..
Accept: te¢ |=@.8\r\n
Accept-Lar |4TTP/1.1 200 OK
Accept-Enc Ipate: Sun, 11 Nov 2012 ©4:00:30 GMT

(80), Seq: ..

Connectior |p3p. policyref="http://info.yahoo.com/w3c/ v
@2 packer 61, 1 client phifa). 5 secver phifel; 1 fum Gk to select; Profile: wireshark101
Entire conversation (5771 bytes) v Showdataas [AsCm v | steam |7 2]
Find: | [ Find next |

Hide ﬂussueam| | Print: Save as.. Close | | Hebp |




Chapter 7 Skills: Add Comments
to Your Trace Files and Packets

Wireshark is like an X-ray machine. It gives you a look at what's going on inside (the network), but you need to
develop the skills to interpret what you see and know what to look for - practice makes perfect.

Anders Broman
Wireshark Core Developer
System Tester, Ericsson



Quick Reference: File and Packet Annotation Options

M hitp-cheez101,peapng® oj = [m| X

File Edit View Go Qap.tilre Analyze  Statistics Telephony Wireless Tools Help

dm 2 [IRRBE ] e Gﬁee)ﬁpﬁur'e'ﬁlépiglped}s .

[T Tkt _comment g} Resolved Addresses son,. 4+ GET|POST CONMNECT HEAD HTTP4xx HTTPSxx HTTP3wx
No. Time Source Brotocol Hierarchy rotocol Info s | B0
6 ©.092074 208.43.7. EDIEROnS TCP 8@ - 6413 [SYN, ACK] Seq=@ Ack.

7 @.000279 24.6.173 tadainty TCP  (~asa——oa [ACK] Seq=1 Ack=1 Wi.

3 0.001194 24.6.173 Packet Lengths T right-click |, ;
9  ©0.092492 208.43.7. o P rcp | Mark/Unmark Packet M Rg
an oA mma s e A = Service Response Time + —— lgnore/Unignore Packet Ctrl+D )
v Packet comments DHCP (BOOTP) Statistics Set/Unset Time Reference Crl+T A
e This packet shows the ONC-RPC Programs o th Time Shift... Ctel+Shift+ T
'fﬁ'ame 8: 539 bytes on wi  29West v |yt SENSEES CE S @) ite..
Ethernet II, Src: Hewlet ANCP 64:a Edit Resolved Mame R
Internet Protocol Versio  BACHe ¥ 22e, R R
e Collectd
v Transmission Control Pro DI:: M \ireshark . Expert Infarmation . http-cheez101 - O *
Source Port: 6413
Destination Port: 2@ Flow Gr2ph | severity ik i
st index: @ HART-IP OCUmment Comment
[ rean; Lhaex: ] HPFEED'S j 8: This packet shows the first GET request to the site.
[TCP Segment Len: 485] YTTP 22: This indicates that we should block the chzbgr.com ..
sequence number: 1 Fri . 34: I'm not sure why we make a secure connection to the.,, R w
[Next sequence number: Sametime i fbercer
Acknowledgment number: TCPStream | sl | e
der Length: 20 byte UDP Multic
QJ@ gt yt Close Help .
Q7 |Pud Statisti
|PwvE Statistics s

(1) Title bar—Wireshark adds an asterisk to the Title Bar to indicate that changes to the trace file (such as
trace file or packet annotations) have not been saved

(2) Pkt comment filter— Apply a filter for pkt comment to view all packets that contain comments

(3) Statistics | Capture File Properties — Displays trace file information, including trace file annotations and

packet comments

Packet comments section — Packet comments are displayed above the Frame section

Expert Information button— Click to open the Expert Information window, which contains a Comments

section, as shown in (7)

(6) Trace File Annotation button — Click to open or edit the Capture File Properties window where you can
add or edit a trace file comment5!

(7) Expert Information window/Comments section— Click on a comment to jump to that packet in the trace
file

(8) Edit or Add Packet Comment — Right-click on a packet to create/edit a packet comment

—~~
N
=

51 Comments can only be saved in the .pcapng format. If you try to save a trace file that has comments in any format other
than .pcapng, Wireshark will pop up a warning dialog. You must save your files in .pcapng format if you wish to retain
trace file or packet annotations.



7.1. Add Your Comments to Trace Files

Before you hand your trace files off to another analyst, customer, or vendor, consider adding some notes on
the packets that interest you or on the trace file in general. Trace file and packet comments are saved with
.pcapng trace files and can be read in Wireshark version 1.8 and later.

To add a comment to the entire trace file, click the Annotation button on the Status Bar, as shown in Figure
114. Enter your text in the Capture file comments section and click Save Comments.

.)-’\-..\H_M__
—

v Sy, A

Fackets: 292¢3 - Displal,

Figure 114. Click the Annotation button on the Status Bar to add a trace file comment.

Although you can type in any length comment, keep in mind that the trace file size will be affected by the note
size, so don’t write a novel in there. If you are going to hand this trace to other analysts who may add their
own comments, consider prefacing your comment with your name, as shown in Figure 115. Wireshark does
not keep track of who entered text in this window.

Remember to save your trace file after adding comments. Wireshark places an asterisk in front of the file name
in the title bar if there are unsaved comments in a trace file.

M \Wireshark . Capture File Properties . http-winpcap101 = O >
Details

File [

Name: D:\Dropbox\000-Book Projects - AlND00-—Wireshark 101 BookAll traces and supplements -

ist and 2nd Editions‘http-winpcap 101, cap

Length: 166 kB

Format: Microsoft MetMon 2.x

Encapsulation; Ethernet

Time

First packet: 2012-10-25 21:46:45

Last packet: 2012-10-25 21:46:51

Elapsed: 00:00:05 o
Capture file comments

From Laura:

Tyler complained about this web browsing session. I didn't see the packet loss, but T did see some connections to

suspidous servers, Look through this file and let me know what you think.

p.s. Brenda mentioned similar web browsing issues as well, |

Refresh Clase {Copy To Clipboard | Help

Figure 115. Type your trace file comments and click OK.

To determine if a file contains trace file comments, click on the Annotation button or select Statistics |
Capture File Properties.



7.2. Add Your Comments to Individual Packets

To add a comment to a single packet, right-click the packet in the Packet List pane and select Packet
Comment, as illustrated in Figure 116. Follow the same steps to edit a packet comment.

M http-cheez101.peapng - O
AW 2@ REBEQ===2F 25 ZFaqaan
|ﬂ|AppI'-r'adispIa'-r' filtzr ... <Ctrl-/= ']E:(pression... + GET|POST COMMECT HEAD HTTP4xx HTTPSxx  HTTP3xx
No. Time Source Destination Protocol  Info G
6 ©.292074 208.43.72.115 24.6.173.220 TCP 8@ - 6413 [SYN, ACK] Seq=0 Ack.
7 0.000279 24.6.173.220 208.43.72.115 TCP 64" ’ K] Seq=1 Ack=1 Wi.
B 0.001104 24.6.173.220 208.43.72.115 HTTP ;i Mght-click |,
9 ©.092492 208.43.72.115 24.6.173.220 TCP Mark/Unmark Packet Ctrl+ M 5 i,
Ignore/Unignore Packet Ctrl+D
b Ll
Packet comments Set/Unset Time Reference Ctrl+T
v This packet shows the first GET request to the _Timesti CtrlShiftsT
[Expert Info (Comment/Comment): This packe e Tk
[This packet shows the first GET request t¢ P
[Severity level: Comment]
5 Fil 3
M Wireshark - Packet Comment * ||:.1|:er 3
F 9 byte: St €.
s Conversation Filter »
{This packet shows the first GET request to te site. Colorize Conversation 3
In scTe v
v 1n 413 (62 Follow &
Cancel Help
Copy 4
UCILLIIGLLUVII FUI L. O
[Stream index: 0] Protocol Preferences 4
[TCP Segment Len: 485] echb e s
~ L - eyt L Show Packet in New Window ¥
O > Packets: 4438 - Display=d: 4438 (100.0%:) - Load time: 0:0.123 || Profie: wireshark101

Figure 116. If people collaborate on analysis, add your name to your packet comments. [http-cheez101.pcapng]

Once you create a packet comment, a Packet comments section appears in the Packet Details window, as
shown in Figure 117. The color code for packet comments is a bright green.

Packet comments
~ This indicates that we should block the chzbgr.com domain
v [Expert Info (Comment/Comment): This indicates that we

[This indicates that we should block the chzbgr.com d
[Severity level: Comment]
[Group: Comment]

me 22: 72 bytes on wire

Figure 117. Packet comments appear before the Frame section. [http-cheez101.pcapng]



To determine if a trace file contains packet comments, click on the Expert Information button on the Status
Bar and expand the Comments section, as shown in Figure 118. Click on a comment to jump to that packet.

M \Wireshark . Expert Information . http-cheez101 = O >
Severity - Group Prot
» Warn Undecoded %500
> Warn Sequence TCP
 Note Sequence 55l
> Mote Sequence Tﬂf_’

B This packet shows the first GET request to the site,
22: This indicates that we should block the chzbgr.com domain as well, -Laura
34: I'm not sure why we make a secure connection to the site,

<
N cisplzy fber set,
Limift to Display Filter Search: | | Show.. I

| Coss || Hep |

Figure 118. Packet comments are listed in the Expert Information window. [http-cheez101.pcapng]

Use the .pcapng Format for Annotations
If you opened a trace file that uses an older trace file format (such as .pcap), be sure to save your trace file in
.pcapng format after adding packet or trace file comments. Saving in any other format will delete all your

comments.



Add a Comment Column for Faster Viewing

To view all your comments in the Packet List pane, simply expand the packet comment section in a frame that
contains a comment (frame 8 in http-cheez101.pcapng, for example). Right-click on the actual comment and
select Apply as Column, as shown in Figure 119.

M hitp-cheez101.pcapng - m} X
File Edit View Go Capture Analyze Statistics Telephony Wireless Tools Help

A E @ RE Res=Fi5=EQQaH

|ﬁ | Apply a display filter .. <Ctrl-f= '] Expression . + GETIPOST CONNECT HEAD HTTP4xx HITPSxx HTTP3xx
Mo, Time Source Destination Comment * {i]

8 0.001194 24.6.173.220 208.43
22 ©9.e07573 24.6.173.220 7.
34 0.000454 24.6.173.220
4438 @.218195 74.121.136
4437 ©.000353 24.6.173.

This packet shows the first GET request
~75.75 DNS This indicates that we should block th¢
.21,91.187 TLS.. I'm not sure why we make a secure conne(
24.6.173.22@ TCP

@ 74,121.136,.86 TCP v

<

v

v Packet comments
TThis_ packet shows the first GET request to the s_i'te.l
v [Expert Info (Comment/Comment): This packet shows the first GET request to the site.]
[This packet shows the first GET request to the site.]
[Severity level: Comment]
[Group: Comment]

- - mma . foamam v A ——— i L famam v A s =

2 Z || Packets: 4435 - Displayed: 4438 (100.0%) - Load time: 0:0.123 || Profile: wireshark101

Figure 119. Right-click on a comment and select Apply as Column. [http-cheez101.pcapng]

If you add or edit comments to the trace file, click the Save button to save the file with your new
comments.

You may need to click the Reload button & to refresh your Comments column.



(1 Lab 40: Read Analysis Notes in a Malicious Redirection Trace File

It can be a blessing to have notes inside the trace file to assist other analysts (or even you) in following the
traffic flow. In this lab you will examine the notes left in a trace file that contains unusual communications.

Step 1:

Step 2:

Step 3:

Step 4:

Step 5:

Open sec-suspicous101.pcapng.

Click the Annotation button # on the Status Bar to launch the Capture File Properties window.
Read the Capture file comments section.

The trace file annotation recommends that you “See packet comments for more detail.”

Click Close to close the Capture file comments window.

Click the Expert Information button © and expand the Comment section to read the individual
comments in the packets in this trace file.

M Wireshark . Expert Infarmation . sec-suspicious101 = O >
Severity N Group (2
~ Comrment Comment

1: This 1s the original search query for the "Peter Lik for sale” images.

5t In this response, the server sends numerous thumbnail images along with their ima..,

7+ Mow we clicked on the image to load the expanded thumbnail from Google, We ask...
12! We get the expanded image through Google - there are a lot of web display param..,
14: We clicked on the web link associated with the expanded image. This launches our...
153: Here we begin connecting to www.artbrokerage.corm at 66.11,147.48, The 5¥YN/AC...

18: We request an 8506600 size of a Peter Lik photo.

21t Now we are making a request to www.ulisseide.org.

23: This TCP connection is used to get the image file from artbrokerage.com. Check o.., v
< >
N displz) filker sat.
Limnit to Display Filter Search: | I Shaow...
Close Help

Click once on any of the comments to jump to that packet in the trace file. Take some time to read
through the trace file and packet comments. You will see when a redirection sends the user to a
malicious site.

LAB CLEAN-UP | When you have finished looking through the packet comments, click the Close

button on the Expert Information window.

Trace file annotations can be very helpful when there are many separate events happening in a trace file. In
Lab 41 we will export all the packet comments in this trace file.



7.3. Export Packet Comments for a Report

If you plan to create a printed report of your analysis findings, consider adding packet comments and

exporting those comments into .txt or .csv format.

You can select Statistics | Capture File Properties | Copy to Clipboard and then paste the comment data into

another program.

In Lab 41 you will have a chance to practice exporting packet comments using the Export Packet Dissections

function. This is a function you should master to export field values.

First, Filter on Packets that Contain Comments

First, apply a pkt_comment filter to your trace file to view only commented packets.

Next, expand the Packet comments section of any displayed packet. Leave the rest of the packet compressed,

as shown in Figure 120.

M sec-suspicious101.pcapng — O

File Edit View Go Capture Analyze Statistics Telephony Wireless Tools Help

am @ RE R &= = Q| H

—— T————

[ [pkt_comment 3 [] =] Cxpression..  + GLCT|POST COMNCCT 1ICAD =

Mo, Time Source Protocol  Destination Fost Info g
le.eeeeee 24.6.173... HTTP 74.125.224.84 www.googl.. GET /sbd?q=peter+lik+for+sa..

¥ 5 ©9.962672 74.125.22.. HTTP 24.6.173.220 HTTP/1.1 2188 DK (text/java..

| 7 ©.537722 24.6.173... HTTP 74.125.224.84 www.googl.. GET /imgres?imgurl=http://w.. =

I 12 ©.581176 74.125.22.. HTTP 24.6.173.228 HTTP/1.1 20@ OK (text/html) v

~ Packet comments

[Group: Commant]

<

¥ This is the original search query for the "Peter Lik for sale” images.
v [Expert Info (Comment/Comment): This is the original search query for the "Peter Lik for
[This is the original search query for the "Peter Lik for sale" images.]
[Severity level: Comment]

Frame 1: 1097 bytes on wire (8776 bits), 1897 bytes captured (8776 bits) on interface @
Ethernet II, Src: HewlettP_a7:bf:a3 (d4:85:64:a7:bf:a3), Dst: Cadant_31:bb:cl (0@:01:5c:31:bb:
Internet Protocel Version 4, Srec: 24.6.173.220,
Transmission Contreol Protocel, Src Port: 50263, Dst Port: 88, Seq: 1, Ack: 1, Len: 1l€43
Hypertext Transfer Protocol

Dzt: 74.125.224.84

IZ:) i sec-suspicious 101

Packsts: 172 - Displayed: 19 (11.0%) - Load time: 0:0.15

Profile: Wireshark 101

Figure 120. Filter on pkt comment and then expand the Packet comments section of a packet before your export operation. [sec-

suspicious101.pcapng]



Next, Export Packet Dissections as Plain Text

Select File | Export Packet Dissections | As Plain Text and choose All packets (Displayed), Packet details
(As displayed), as shown in Figure 121. Uncheck the Packet summary check box. Consider naming your text
file with the same stem as the trace file. For example, if your trace file is sec-suspicious101.pcapng, name your
text file sec-suspicious101.txt.

Packet Range Packet Format

OCaptured (@ Displayed [] Packet summary line
(®) Al packets 13 Include column headings
(O Selected packet 1 Packet details:

Marked packets PRy
First to last marked isplayed -
() Range: | 0 [] Packet Eytes
[] Each packet on a new page

Remove Ilgnored packets

Figure 121. Set up your export to include displayed packets and only the Packet details “As displayed”.

The result will be a file that includes packet comments preceding the Frame summary of each packet, as
shown in Figure 122.

| sec-suspicious101,bt - Matepad - ] X

File Edit Format Yiew Help

Packet comments -
This is the original search guery for the "Peter Lik for sale" images.
[Expert Info (Comment/Comment): This is the original search query for the "Peter Lik for sale" images.]
[This is the original search query for the "Peter Lik for sale" images.]
[Severity level: Comment]
[Group: Comment]
Frame 1: 1837 bytes on wire (8776 bits), 1097 bytes captured (8776 bits) on interface @
Ethernet II, Src: HewlettP_a7:bf:a3 (d4:85:64:a7:bf:a3), Dst: Cadant_31:bb:cl (@@:81:5c:31:bb:cl)
Internet Protocol Version 4, Src: 24.6.173.220, Dst: 74.125.224.84
Transmission Control Protocol, Src Port: 58263 (58263), Dst Port: 80 (88), Seq: 1, Ack: 1, Len: 1043
Hypertext Transfer Protocol

Packet comments
[truncated]In this response, the server sends numerous thumbnail images along with their image URL and HTT
[ [truncated]Expert Info (Comment/Comment): In this response, the server sends numerous thumbnail image
[In this response, the server sends numercus thumbnail images along with their image URL and HTTP U
[Severity level: Comment]
[Group: Comment]
Frame 5: 119 bytes on wire (952 bits), 119 bytes captured (952 bits) on interface 8
Ethernet II, Src: Cadant_31:bb:cl (@8:81:5c:31:bb:cl), Dst: HewlettP_a7:bf:a3 (d4:85:64:a7:bf:a3)
Internet Protocol Version 4, Src: 74.125.224.84, Dst: 24.6.173.220
Transmission Control Protocol, Src Port: 88 (8@8), Dst Port: 58263 (50263), Seq: 2861, Ack: 1844, Len: 65
[3 Reassembled TCP Segments (2925 bytes): #3(143@), #4(1438), #5(65)]
Hypertext Transfer Protocol
Line-based text data: text/javascript

Packet comments
Now we clicked on the image load the expanded thumbnail from Google. We ask for the imgres and imgrefurl.
[Expert Info (Comment/Comment): Now we clicked on the image load the expanded thumbnail from Google. We

[Mow we clicked on the image load the expanded thumbnail from Google. We ask for the imgres and img
[Severity level: Comment]
[Group: Comment]

Frame 7: 1457 bytes on wire (11656 bits), 1457 bytes captured (11656 bits) on interface @

Ethernet II, Src: HewlettP_a7:bf:a3 (d4:85:64:a7:bf:a3), Dst: Cadant_31:bb:cl (@@:01:5c:31:bb:icl) -

< >

Figure 122. Export your packet comments into a .txt file to copy into a report.

In Wireshark 2.x, only 127 characters of the Packet Comments field are exported.



As mentioned earlier, you can also select Statistics | Capture File Properties | Copy to Clipboard to export
all packet comments and basic trace file statistics. Figure 123 shows the Capture File Properties window.
Simply click the Copy to Clipboard button to buffer the contents of this window and paste the contents into
another program.

M Wireshark - Capture File Properties - sec-suspicious101 — O et
Details

Fille ~

Name: D:\Trace Files\Master Distributed\sec-suspicious 10 1.pcapng

Length: 123 kB

Format: Wiresharky. .. - pcapng

Emcapsulation: Ethermet

Time

First packet: 2011-07-12 23:31:34

Last packet: 2011-07-12 23:31:52

Elapsed: 00:00:17

Capture

Hardware: Unknown

0s: Unknown

Application: Lnknawn

Interfaces

v

Capture file commenits

[Copyright 20112/2013 Chappell University] fad

While watching a Pawn Stars episode that featured a Peter Lik photograph, I decided to find out what that photograph

sold for. From our lab machine, I did & google search for "Peter Lik for sale™ and selected “images™.

This trace indudes the Google query for the images (frame 1), and the responses in a compressed list (frames 2-8) filed

with images and the image links. v

Refresh Save Comments Clos I Copy To Clipboard Ip

Figure 123. To quickly export trace file and packet comments, use the Statistics | Capture File Properties feature and then select
Copy To Clipboard. [sec-suspicous101.pcapng]

Since Wireshark supports packet and file anotations, consider building your troubleshooting and network
forensics reports directly in Wireshark by adding comments in the trace files. When you have finished
annotating your findings, export your packet comments for quick inclusion in your reports.



(3 Lab 41: Export Malicious Redirection Packet Comments

We will use the sec-suspicious101.pcapng trace file again in this lab. We will use a two-step process for comment
export. First we will prepare the trace file to export the field information we are most interested in. We will
export the fields in text format. Unlike in the previous section, we will export the packet comments using the
Packet summary line.

Step 1: Open sec-suspicious101.pcapng.

Step 2: In frame 1, right-click on the Packet comments line in the Packet Details area and select Apply as
Filter | Selected. Only 19 packets should match your display filter.

Step 3: Now expand the Packet comments section of frame 1. Right-click on the actual comment starting
with “This is the original...” and select Apply as Column.

Expand Subtrees Shift+Right

M sec-suspicious10,pcapng | - O X
Eile Edit View Go Captu Expand All

| ® RE Collapse All Ctrle Left

[ kat:mmmant Appl;as o ONMECT HEAD HTTP4xx HTTPSxx  HTTP3xx

No. Time 1 Comment (a
1, 0.000000 . App"'“F”_tE' ' | This is the original sear

{ 5 0.062672 E’De::;:t?::i”te’ : In this response, the ser

7 0.47505@ . Now we clicked on the ima

| Colorize with Filter L .

| 12 9.843454 i , | We get the expanded image

| 14 ©0.024838 We clicked on the web lin

| 15 @.ee2104 ; =¥ " | Here we begin connecting

| 3% i@.gedsgs g 2 STt i We request an 850x600 siz

} 21 ©9.086025 Wik Protocol Page Now we are making a requel

| 23  ©.161477 (  FilterField Reference This TCP connection is us

| 67 ‘o.58e651 § Treeliniesie ' | Here's the redirection to |~

< Decode As.., >

v Packet comments Go to Linked Packet -
w This is the f“] right-click l:lPa.:kr:tin New Window ter Lik .Fo'r sale" iﬁages.

v [Expert Info (Comment/Comment): This is the original search query for ..
[This is the original search query for the "Peter Lik for sale" imag.
[Severity level: Comment]

[Group: Comment] v
@ 7 Comment (frame.comment) || Packets: 172 - Displayed: 19 {11.0%) * Load time: 0:0.6 || Profie: wireshark101

Step 4: Select File | Export Packet Dissections | As CSV.

" TIP

If you find yourself building many reports detailing your analysis findings, consider looking into SteelCentral™ Packet Analyzer by
Riverbed (seeConsider a Different Solution—SteelCentral™ Packet Analyzer). This product was designed to accept comments and
export the comments into a report along with charts and graphs depicting the traffic patterns.



Step 5: Navigate to the directory where you want to save your text file and name your file sec-
suspicous101.csv. Ensure Displayed and Packet summary line are selected and Packet details is
not selected before clicking Save.

Packet Range Packet Format
OCaptured @ Displaysd Packet summary line
® Al packets 18 Include column headings
(O Selected packet 1 ] Packet details:
Marked packets Pap—
First to last marked SRS
O Range: | 0 [ Packet Bytes
Remove Ignored packets [ Each packet on @ new page
Step 6: Open your CSV file in a spreadsheet program to review the exported information. You will notice

that your hidden columns are exported as well. This is a good reason to keep your hidden column
count to a minimum. If you just have too many hidden columns, you could simply switch to a nice,
clean profile and export a CSV file from there.

B Hde- 2 sec-suspicious11.csv - Bicel 7 m - O %
HOME INSERT PAGE LAYOUT FORMULAS DATA REVIEW VIEW ACROBAT Laura Chappell -~

K1 - Jr | comment A

A | B £ | D | E 5 | G H | | | J K =
1 |No. Time Length TCP Delta Source  DestinaticTime to livHost Protocol | Colering fComment |info |
2 1 0 1097 0 24.6.173.2 74.125.22¢ 128 www.goo, HTTP HTTP Thisis the original search q||GET ¢
] 5 0.062672 119 0.000003 74.125.22¢24.6.173.2 56 HTTP  HTTP  [Inthisresponse, the server(HTTE
4 7 0.47505 1457 0 24.6.173.2 74.125.22¢ 128 www.goo HTTP HTTP MNow we clicked on the IMaj|GET 4
5 12| 0.043454 442 0.000014 74.125,22424.6.173.2 56 HTTP  HTTP  |We get the expanded imag|(HTTF
6 14 0.024838 66 0 24.6.173.2 77.93.251. 128 TCP HTTP We clicked on the web link |5031
T 15 0.002104 66 0 24.6.173.2 66.11.147. 128 Tcp HTTP  |Here we begin connecting 15031
8 18 0.103595 1099 0.000565 24.6.173.266.11.147. 128 www.artb HTTP HTTP We request an 850x600 size|GET 4
) 21 0.086025 1120 0.000709 24.6.173.2 77.93.251. 128 www.ulistHTTP  HTTP | Mow we are making a reque|GET 4
10 23 0.161477 1514 0.146588 66.11.147. 24.6.173.2 43 TP HTTR This TCP connection is used [Tce
1 67 0.580651 314 0.547913 77.93.251. 24.6.173.2 48 HTTP HTTP t HTTR
12 68 0.00217 66 0/ 24.6.173.2 95.169.19( 128 TCP HTTP 115031}
13 75 0382179 1325 0.00207495.169,19(24.6.173.2 50 HTTP  HTTP  [Our malicious host is redire(HTTF

14 79 0.003645 66 0 24.6.173.295.169.19C 128 TCP HTTP And here we go... this is the|5032 -
sec-suspicious101 @ K 3

COUNT: 20

Step 7: LAB CLEAN-UP | Return to Wireshark and click the Clear button B to remove your display filter.
Right-click on your Comment column heading and select Remove This Column or unselect that
column from the list to hide it.

You should master the skill of adding columns to use for exported reports. Also, it's very easy to use the
Statistics | Capture File Properties | Copy To Clipboard feature to begin building reports for your analysis
sessions.



Chapter 7 Challenge

Open challenge101-7.pcapng and use the techniques covered in this chapter to answer these Challenge
questions. The answer key is located in Appendix A.

Question 7-1.  What information is contained in the trace file annotation?
Question 7-2.  What packet comments are contained in this trace file?

Question 7-3.  Add a comment to the POST message in this trace file. What packet did you alter?



Chapter 7 Challenge Answers

Answer 7-1.  We clicked on the trace file Annotation button on the Status Bar to see a copyright notice and
some basic information about the trace file.

M Wireshark . Capture File Properties . challenge101-7 = O d
Detaills

File ~

Name: D:\Traces101\chalenge 101-7.pcapng

Length: 393 kB

Format; Wireshark/... - pcapng

Encapsulation: Ethernet

Time

First packet: 20 12-F1-12 T 1 5094

Last packet: 2012-11-1214:16: 36

Elapsed: 00:00:51

Capture

Hardware: Unknown

05: G4-bit Windows 7 Service Pack 1, build 7601

Application: Dumpcap 1.8.3 (SYN Rev 45256 from ftrunk-1.8)

- W
Capture file comments

[Copyright Chappell Liniversity]

This trace file contains a browsing session to the Nmap wehsite, There is a single POST operation as we sign up
for a mailing list.

Refiesh | [Bsve Comments] | Close | (CopyToClpboard | tiep



Answer 7-2.  We clicked on the Expert Information button on the Status Bar and expanded the Comment
section to view three packet comments.

M Wireshark . Expert Information . challengel01-7 = | *

e

136: The Nmap page uses Google analytics to track visitor information,
231: This 304 Mot Modified response indicates that the client has been to this ...
738: This png file is located in‘the zenmap/images directory.

£

Vo displ)- fiter set.

Limit to Display Filter Search: |

| cose || hep |

Answer 7-3.  We applied a filter for http.request.method contains "POST" to find the POST
packet (938). Then we right-clicked on that packet and selected Packet Comment before
typing in our message.

The filter http.request . .method=="POST" or even http.request.method matches
"pPOST" would have worked as well.

o i——— =13
24.6.173.220 64.13,134.49 HTTP POST /mailman/subscribe/nmap-hackers HTTP..

— M Wireshark . Packet Comment ? *

> Frame 93578 i‘l:ur"ed (6712 bits) on inte.. *
> Ethernet II, Sr |ThisisthePOST mesmsge sentuhen the ussr joined the maiinglist. | 5 Dst: Cadant_31:bb:c1 (.

> Internet Protoc 13.134.49

> Transmission Cc ist Port: 80 (8@), Seq: 1,..
v

Accept: application/»-ms-application, image/jpeg, application/xaml+xml, image/...




Chapter 8 Challenge Answers

Answer 8-1.

Answer 8-2.

You should use the -D parameter to list active interfaces on your Wireshark system.

BN Cormmand Frompt

D:\Tracesl@l>tshark -D

D:\Traces181>

Using tshark -r challengel0Ol-8.pcapng -qz io,phs, we determined that there are

62 UDP frames in challenge101-8.pcapng.

Bl Command Prompt

1. \Device\NPF_{BDBC1124-CBAT7-A1EB-95BA-DB895B9631F2} (Ethernet)
2. \Device\NPF_{A12D83D@-E3C1-4622-B3C@-8986DFA57AD8} (Local Area Connaction® 2)
3. \Device\NPF_{38657C67-2DE2-4C46-BSFE-5101D6F@227D} (Wi-Fi)

D:\Tracesl@l>tshark -r challengel@l-8.pcapng -qz io,phs

Protocol Hierarchy Statistics

Filter:
eth frames:1297 bytes:1845319
ip frames:1297 bytes:1845319
| udp frames:62 bytes:8074 |
dns frames:62 bytes:8874
tcp frames:1235 bytes:1837245
http frames:187 bytes:189358
data-text-lines frames:22 bytes:30683
image-jfif frames:38 bytes:48801
_ws.short frames:1 bytes:1514
_ws.unreassembled frames:1 bytes:1514
media frames:3 bytes:4542
png frames:14 bytes:17516

_ws.unreassembled
_ws.unreassembled
image-gif

_ws.unreassembled

ssl
data

frames:
frames:
frames:
frames:
frames:

frames

8 bytes:12112
2 bytes:3821
3 bytes:2976
1 bytes:1514
41 bytes:29220
:5 bytes:3685

D:\Traces1@1>»

— O

e




Chapter 8 Skills: Use Command-
Line Tools to Capture, Split, and
Merge Traffic

The command-line tools referenced in this chapter are included with Wireshark and are installed in the
Wireshark program directory.

Network communication is a conversation. We don’t usually think about the subtle rules of human conversation:
what to say first, next, and when we can say that, and when it’s going to be rude, impolite, and maybe cause our
partner to quit talking. Once we learn the rules of the protocols and know what the calls and responses should
be, we can examine what actually happened and see where things went wrong. The better we know the
etymology and anthropology of the protocols, the better we understand the trace.

SYN= “Hi, Paris! I'd love to meet you!”
RST= “Sorry, I'm too sexy for you!”

John Gonder
Cisco Academy Director, Las Positas College



Quick Reference: Command-Line Tools Key Options

EDITCAP

editcap -h

editcap -i 360 big.pcapng 360secs.pcapng

editcap -c 500 big.pcapng 500pkts.pcapng

View Editcap parameters.

Split big.pcapng into separate
360secs*.pcapng files with up to
360 seconds of traffic in each
file.

Split big.pcapng into separate
500pkts*.pcapng files with up to
500 packets in each file.

MERGECAP

mergecap -h

mergecap -w merged.pcapng files*.pcapng

mergecap -a -w ab.pcapng a.pcapng b.pcapng

View Mergecap parameters.

Merge files*.pcapng into a single
file called merged.pcapng
(merge based on packet
timestamps).

Merge a.pcapng and b.pcapng
into a single file called
ab.pcapng (merge based on the
order files are listed).

TSHARK
tshark -h View Tshark parameters.
tshark -D List the available capture

tshark -i2 -f "tcp" -w tcp.pcapng

tshark -il -Y "ip.addr==10.2.1.1"

tshark -r "myfile.pcapng"
-Y "http.host contains ".ru""
-w myfile-ru.pcapng

interfaces that can be used with
the —i parameter.

Capture only TCP-based traffic
on interface 2 and save it to

tep.peapng.
Capture all traffic on interface

1, but only display traffic to or
from 10.2.1.1.

Open myfile.pcapng, apply a
display filter for the value
“ru” in the HTTP host field,

save the results to a file called

myfile-ru.pcapng.



8.1. Split a Large Trace File into a File Set

Wireshark can become sluggish or even non-responsive when working with large trace files. Once you get
above that 100 MB size, applying display filters, adding columns, and building graphs may be too slow.
Consider splitting larger files into file sets for faster analysis. File sets are groups of trace files that begin with a
common stem name followed by a trace file number and a date and time stamp.

Add the Wireshark Program Directory to Your Path32

Use Editcap to split a large file into smaller files that are linked together. Editcap.exe is located in the
Wireshark program file directory (see Help | About Wireshark | Folders to locate this directory). To use
Editcap (or any of the included command-line tools) from any directory, add the Wireshark program directory
to your path.

Once you've added the Wireshark program directory to your path, open the command prompt/terminal
window and navigate to the folder that contains the large file that you want to split into a file set. Type
editcap -h to view all Editcap parameters. You can split a file based on number of packets (-c option) or
amount of time in seconds (-1 option).

52 For step-by-step instructions for adding the Wireshark program directory to your path, perform a Google search for
“add directory to path for <operating system>.”



Use Capinfos to Get the File Size and Packet Count

Capinfos is a command-line tool that provides basic information about trace files, as shown in Figure 124.
Capinfos resides in the Wireshark program directory. The basic syntax for Capinfos is simply capinfos
<filenames. Use Capinfos to find the capture duration (seconds) and packet count of a trace file before
splitting it. We will use Capinfos again in Lab 42.

B8 Command Prompt - O X
D:\Tracesl@l»>capinfos a.pcapng A
File name: a.pcapng
File type: Wireshark/... - pcapng
File encapsulation: Ethernet

File timestamp precision:

Packet size limit:
Number of packets:
File size:

Data size:

Capture duration:
First packet time:
Last packet time:
Data byte rate:

Data bit rate:
Average packet size:
Average packet rate:
SHAL:

RIPEMD16@:

MD5:

Strict time order:
Number of interfaces
Interface #8 info:

microseconds (6)

file hdr: (not set)

141 k

153 MB

148 MB

288.222945 seconds

2016-81-11 14:21:46.913332

2016-81-11 14:26:35.136277

515 kBps

4121 kbps

1849.12 bytes

491 packets/s
AfcefBaa2eBdbBdalcbb9208dadea3db2adb3119e
a3b5527eddaecf7784adedd590566179b1cd2bed
6292bde7381e3fd92538d9bd82dbcb26

True

in file: 1

Name = \Device\NPF_{98657C67-2DE2-4C46-B5FE-5101D6F0227D}
Description = NONE

Encapsulation = Ethernet (1/1 - ether)
Speed = @

Capture length = 262144

FCS length = -1

microseconds (6)
1eeeeee

Time precision =
Time ticks per second =

Time resolution = Bx@6
W

Figure 124. Use Capinfos to obtain basic trace file information before splitting the file. [a.pcapng]



Split a File Based on Packets per Trace File

In Figure 125, we typed editcap -c 10000 a.pcapng al0000set.pcapng to split a single trace file

called a.pcapng into a set of files (a10000set*.pcapng) that contain a

maximum of 10,000 packets each. The last

trace file of the set will likely have less than 10,000 packets, unless the original file ended on a 10,000-packet

boundary.

E¥ Command Prompt

D:\Tracesl@l>editcap -c 18808 a.pcapng al@@e@set.pcapng

D:\Tracesl®l>dir alBBBBset*.pcapng
Volume in drive D is MainDrive

Volume Serial Number is AEAF-C465

Directory of D:\Tracesl@l

01/11/2016 @2:51 PM 18,730,644 ald@e@set 00OOR_20160111142146. pcapng
01/11/2016 ©2:51 PM 10,944,704 alP@O@set 0OOO1_20160111142237.pcapng
01/11/2016 ©2:51 PM 10,900,352 alP@e@set APOO2_20160111142244. pcapng
01/11/2016 ©2:51 PM 10,876,344 alP@O@set AOOO3_20160111142258. pcapng
01/11/2016 ©2:51 PM 10,885,564 alP@O@set APOOL_20160111142309. pcapng
01/11/2016 ©2:51 PM 10,891,404 alP@O@set BAOOS_20160111142327.pcapng
01/11/2016 ©2:51 PM 10,938,560 alP@O@set PPOO6_20160111142343 . pcapng
01/11/2016 ©2:51 PM 10,750,600 alP@O@set PAOO7_20160111142404. pcapng
01/11/2016 ©2:51 PM 10,854,904 alP@O@set APOOS_20160111142415. pcapng
01/11/2016 ©2:51 PM 10,640,684 alP@O@set POOOI_20160111142438. pcapng
91/11/2016 ©2:51 PM 18,721,820 alP@O@set BAO18_20160111142453 . pcapng
01/11/2016 ©2:51 PM 10,974,788 alP@0@set 0PO11_20160111142516. pcapng
01/11/2016 ©2:51 PM 10,697,516 alP@O@set AAO12_20160111142533. pcapng
01/11/2016 @2:51 PM 18,845,588 alP@E@set 00A13_2016011114260@. pcapng
01/11/2016 ©2:51 PM 1,643,688 al0P0@set 00014 20160111142631.pcapng
15 File(s) 153,297,160 bytes

@ Dir(s) 1,757,128,225,280 bytes free

W e e e A o

DR

Figure 125. Use the —c parameter to split a trace file based on packet count. [a.pcapng]

Split a File Based on Seconds per Trace File

In Figure 126, we typed editcap -i 60 a.pcapng a60set.pcapng to split a single trace file called
a.pcapng into a set of files (a60set*.pcapng) that contain up to 60 seconds of traffic each. Wireshark will not split
a packet at the 60-second mark, so your files may have slightly less than 60 seconds of traffic in them.

The last trace file of the set will likely have less than 60 seconds of traffic in it unless the original file ended on

a sixty-second boundary.

In our example, Editcap split our a.pcapng trace file into five linked trace files numbered 00000 to 00004.

E¥ Command Prompt

D:\Tracesl@l>editcap -i 6@ a.pcapng abB@sec.pcapng
D:\Tracesl@l>dir abBsec®.pcapng
Volume in drive D is MainDrive

Volume Serial Number is 4EAF-C465

Directory of D:\Tracesl@l

81/11/2016 82:55 PM 23,377,088 abBsec @OOOG_20168111142146.pcapng
1/11/2016 82:55 PM 43,556,080 a6@sec 0001 20160111142246.pcapng
1/11/2016 82:55 PM 35,338,872 abBsec 90002 _201608111142348. pcapng
81/11/2016 82:55 PM 32,675,948 abBsec @OOO3_20168111142446.pcapng
1/11/2016 82:55 PM 18,347,340 a6Bsec 00004 20168111142548. pcapng
5 File(s) 153,295,320 bytes
0 Dir(s) 1,756,966,903,808 bytes free

O X

Figure 126. Use the -1 parameter to split a trace file based on number of seconds. [a.pcapng]

Open and Work with File Sets in Wireshark

When working with file sets in Wireshark, open any file of a file set using File | Open. Then use File | File

Set | List Files to switch between files of a file set quickly.



In Figure 127, we are looking at the file list for a file set that contains 15 files. Click on any file to open that file
in Wireshark. If you have a display filter in place, that display filter will be applied to each file you open.

M Wireshark . 15 Files in Set ? »

Filename Created Modified Size s
a10000set 00000 20160111142146.pcapng 2016-01-11 14:21:46 2016-01-11 14:51:41 10 ME
510000set_00001_20160111142237.pcapng 2016-01=11 14:22:37 2016-01-11 14:51:41 10 MB
g10000set 00002 201607111142244,peapng 2016-01-11 1422:44 2016-07-11 14:51:41 10 MEB
a10000set_00003_201160711142258.pcapng 2016-01-11 14:22:58 2076-01-11 145741 10 MB
al0000set_00004_20160111742309.pcapng 2016-01-71 14:23:09 2016-01-11 14:51:41 10 ME
&10000set 00005 2016071114237 pcapng  2016-07-11 14:23:27 2016-01-11 14:51:41 10 MB
a10000set_00006_20160111142343.pcapng 2016-01-11 14:23:43 2076-01-17 14:51:41 T0MB .,

Directory: Dt [Traces i

| Cose || Hep

Figure 127. Click files to move quickly through the file set.



(£ Lab 42: Split a File and Work with Filtered File Sets

You will be working with http-download-c.pcapng in this lab. This trace file is only 27 MB, but we will use it to
practice splitting a file. After splitting the file, we will move through the file set while a display filter is
applied. Wireshark automatically applies the display filter to each file as it is opened.

Step 1: Open the command prompt (Windows) or a terminal window (Linux/Macintosh).
Step 2: Navigate to your trace file directory®.

Step 3:  We are going to split this file based on the packet count. Type capinfos "http-download-
c.pcapng"s4.

This file contains is 141,531 packets. Capinfos displays 141 k as the number of packets. We will split
this trace file into a file set containing up to 20,000 packets in each file.

E® Command Prompt = O X
D:\Traces1@l»>capinfos http-download-c.pcapng o)
File name: http-download-c.pcapng
File type: Wireshark/... - pcapng

File encapsulation: Ethernet
File timestamp precision: microseconds (6)

Packet size limit: £4 dr: (not set)
Number of packets: 141 k
File size: B

Data size: 148 MB

Capture duration: 288.222945 seconds

First packet time: 2016-081-11 14:21:46.913332
Last packet time: 2016-01-11 14:26:35.136277
Data byte rate: 515 kBps

Data bit rate: A121 kbps

Average packet size: 1849.12 bytes
Average packet rate: 491 packets/s

SHAT: AfcefBaa2e8dbBdalcbb928dadea3db2adb3119%e
RIPEMD160: a3b5527eddaecti/704adeddb90566179b1cd2bed
MD5: 6292b4e7381e3td92538d9bd82dbch26

Strict time order: True

Humber of interfaces in file: 1
Interface #0 info:
Name = \Device\NPF_{98657C67-2DE2-4C46-B5FE-5101D6FB227D}
Description = NONE
Encapsulation = Ethernet (1/1 - ether)
Speed = @
Capture length = 262144
FC5 length = -1
Time precision = microseconds (6)
Time ticks per second = 1000000
Time resolution = BxB6

5 Be certain to add the Wireshark program directory to your path as mentioned.

5 You only need to use quotes around a file name if it contains spaces. Adding quotes around all file names may be a
good habit to get into, however.



Step 4: Type editcap -c 20000 http-download-c.pcapng
http-download-c20000.pcapng. Press enter. Wireshark will create eight files which begin
with http-download-c20000 and contain a file number followed by a date and timestamp, as shown
below.

B Command Prompt - [m} *

D:\Tracesl@l»editcap -c 20080 http-download-c.pcapng http-download-c20006.pcapng
D:\Traces1@l>dir http-download-c28068*.pcapng
Volume in drive D is MainDrive

Volume Serial Number is AEAF-C465

Directory of D:\Tracesl@l

01/11/2016 @3:08
01/11/2016 ©3:08
01/11/2016 @3:08
01/11/2016 @3:08
01/11/2016 @3:08
01/11/2016 @3:08

21,675,164 http-download-c20000 00000 20160111142146.pcapng
21,776,512 http download c20000 00001 20160111142244. pcapng
21,776,784 http-download-c20000_00002_20160111142309.pcapng
21,688,976 http-download-c20000 00003 20160111142343.pcapng
21,495,404 http-download-c20000 00004 20160111142415.pcapng
21,696,424 http-download-c20000 00005 20160111142453.pcapng
01/11/2016 03:08 21,542,920 http-download-c20000 00006 20160111142533.pcapng
01/11/2016 03:08 1,643,688 http-download-c20000 00007 20160111142631.pcapng

8 File(s) 153,295,872 bytes

@ Dir(s) 1,756,812,185,600 bytes free

MJNJ“-——“MM#W

Step 5: Launch Wireshark and select File | Open and select the file numbered “_00002” from the file set
you created in Step 4.

FE2I2Z

Step 6: Type tcp.analysis.flags && !tcp.analysis.window update in the display filter area.
None of the packets in the _00002 file match our filter, as shown below.

e

‘ http-download-c20000_00002_20160111142309.pcapng

File Edit View Go Capture Analyze GStatistics Telephony Wireless Tools  Help
Aamce REBRe==F s5|E@aaan

|l|tq:l.ana|ysis.ﬂags&&!bq:l.ana|ysis.window_update %] ']Expression... + GET|POST CONME

Mo, Time Length Source Destination P




Step 7:

Step 8:

Select File | File Set | List Files. Click on each file name to browse the files.

M Wireshark . 8 Files in Set 7 »

Filename Created Modified )
http-download-c20000_00000_20160111142146,pcapng 2016-01-11 14:27:46 2016-01-17 15:08:0
http-download-c20000_00001_20160111142244,pcapng 2016-01-11 14:22:44 2076-01-17 15:08:0
http-download-c20000_00002_20160111142309.pcapng 2016-01-1114:23:09 2016-01-171 15:08:0
http-download-c20000_00003_20160111742343.pcapng 2016-01-11 14:23:43 2016-01-71 13:08:0
http-download-c20000_00004_20160111142415.pcapng 2016-01-11 14:24:15 2016-01-17 13:0&:0
http-download-c20000_00005_20160111142453.pcapng 2016-07-11 14:24:53 2016-01-11 15:08:0 o
< >

Directory: D: [racesi0f
[ e

Wireshark applies the current display filter as you open the various files.

As you move through the files, look at the Status Bar to determine how many packets matched
your filter in each of the trace files. Every file except for “00002” and “00007” contains these
flagged TCP packets.

LAB CLEAN-UP | Click the Close button on the File Set window and then click the Clear button &3 to

remove your display filter.

Since Wireshark maintains the display filter setting as you move through files within a file set, it is easy to
determine how many packets matched the filter.



8.2. Merge Multiple Trace Files

You may want to merge several smaller files to create an IO Graph of all the traffic, save time applying display
filters to look for key words, or launch the Protocol Hierarchy window to detect suspicious protocols or
applications.

Ensure the Wireshark Program Directory is in Your Path

Use Mergecap to combine smaller files into one larger file. Mergecap.exe is located in the Wireshark program
file directory (see Help | About Wireshark | Folders | Program to locate this directory).

To use Mergecap from any directory, add the Wireshark program directory to your path.

Run Mergecap with the —w Parameter

Assuming you’ve added the Wireshark program directory to your path, open the command prompt and
navigate to the folder that contains the files you want to merge. Type mergecap -h to view all Mergecap
parameters.

You can merge a file based on frame timestamps (the default) or use the -a parameter to merge the files based
on the order in which you list them during the merge process. Use the —w parameter to write the new merged
file to disk. In Figure 128, we created a file called c.pcapng by merging all files that have a name starting with
httpset.

BE¥ Command Prompt - [m} *

D:\Traces1B@l>dir httpset*.*
Volume in drive D is MainDrive
Volume Serial Number is AEAF-C465

Directory of D:\Tracesl@l

01/11/2016 ©3:41 PM 1,158,986 httpset 80000 20160111135332.pcapng
01/11/2016 ©3:41 PM 739,752 httpset 00001 20160111135403.pcapng
2 File(s) 1,898,652 bytes

8 Dir(s) 1,756,811,78€,896 bytes free
D:\Tracesl@l>mergecap -w c.pcapng httpset*.*
D:\Traces1@l>dir c.pcapng

Volume in drive D is MainDrive

Volume Serial Mumber is AEAF-CARL

Directory of D:\Tracesl@l

@1/11/2016 @3:42 PM 1,898,604 c.pcapng

1 File(s) 1,898,664 bytes
@ Dir(s) 1,756,809,879,552 bytes free

WWNW

Figure 128. Use Mergecap to combine trace files based on frame timestamps. [httpset*.pcapng]

You will notice that the merged file is smaller than the sum of bytes of the separate trace files. This change in
file size is because there is only one trace file header in the new file instead of the three trace file headers
counted in the total bytes count before the merge.

In Lab 43 you will get a chance to try out this merging skill.



1 Lab 43: Merge a Set of Files using a Wildcard

In this lab you will merge the six-file http-download-c20000* pcapng set that you created in Lab 42. You will use
a wildcard to make this process a bit easier and less error-prone.

Step 1:
Step 2:

Step 3:

Open the command prompt (Windows) or a terminal window (Linux/Macintosh).

Navigate to your trace file directory. Type dir http-download-c20000*.* (Windows) or 1s
http-download-c20000*.* (UNIX-based systems) to view the trace files you created in Lab 42.

Type mergecap -w http-downloadc2kset.pcapng
http-download-c20000*. *. Press enter.

Type dir http-downloadc2kset.pcapng (Windows) or
1ls http-downloadc2kset.pcapng (UNIX-based systems) to view your new file.

B Command Prompt — O X

D:\Traces1@1>dir http-download-c2808@*.* ~
Volume in drive D is MainDrive
Volume Serial Number is 4EAF-C465

Directory of D:\Tracesl@l

e1/11/2e16 @3:e8
81/11/20816 @3:e8
81/11/2016 @3:88
81/11/2816 83:88
81/11/2016 @3:08
81/11/2016 @3:08

21,675,164 http-download-c20000_00000_ 20160111142146.pcapng
21,776,512 http-download-c20000_00001_20160111142244 . pcapng
21,776,784 http-download-c20000_00002_20160111142309.pcapng
21,688,976 http-download-c20900_80083_20160111142343 . pcapng
21,495,404 http-download-c20000_00004_20160111142415 . pcapng
21,696,424 http-download-c20000_00085 20160111142453.pcapng
01/11/2016 03:08 21,542,920 http-download-c20000_00006_20160111142533 . pcapng
01/11/2016 ©3:08 1,643,688 http-download-c20008 00087 20160111142631.pcapng

8 File(s) 153,295,872 bytes

@ Dir(s) 1,756,809,842,688 bytes free

22222222

D:\Tracesl@l>mergecap -w http-downloadcZkset.pcapng http-download-c28880*.*
D:\Traces1@l>dir http-downloadc2kset.pcapng
Volume in drive D is MainDrive
Volume Serial Mumber is 4EAF-C465
Directory of D:\Tracesl@l
01/11/2016 @3:53 PM 153,295,888 http-downloadcZkset.pcapng
1 File(s) 153,295,088 bytes
@ Dir(s) 1,756,656,545,792 bytes free

D:\Traces181>



If you compare the size of http-downloadc2kset.pcapng to http-download-c.pcapng, you will notice a
size difference. During the file splitting process, the trace file annotation is removed. During the
merging process a new trace file annotation is created that lists the merged files as shown in the
image below.

M Wireshark . Capture File Properties . http-downloadc2kset o O *
Detalls

File )

MName: D:\Traces 101 \hittp-downloadc Zkset. pcapng

Lenath: 153 MB

Format; Wireshark/. .. - pcapng

Encapsulation: Ethernet

Time

First packet: 2016-01-11 1%:21:46

Last padket: 2016-01-11 14:26:35

Elapsed; 00:04:45

Caplture

Hardware: Unknown

0s: 64-bit Windows &, build 5200

Application: MErgecap

Interfaces

Interface Dropped packets Capture filter Link type Packet size

limnit

Device Unknown nong Ethernet 262144

\NPF_{98657C67-2DE2-4C46- bytes

BSFE-5101D6F0227D%

W

Capture hie comments

File created by merging: L

File1: http-download-c20000_00000_20160111142146.pcapng

File2: http-download-c20000_00001_20160111142244. pcapng

File3: http-download-c20000_00002_20160111142309, pcapng

File4: http-download-c20000_00003_20160111142343, pcapng

File5: http-download-c20000_00004_20160111142415, pcapng

File6: http-download-c20000_00005_20160111142453.pcapng

File7: http-download-c20000_00006_20160111142533.pcapng

Fileg: http-download-c20000_00007_20160111142631. pcapng W

Refresh |Ea\re Commer:tsl Clos-e %Copy To Clipboard Help

In this lab exercise, you used the default setting for the order of the merged files—merge based on packet
timestamps. If you want to merge the files in a particular order, you must use the -a parameter and list each
trace file in the order you want them to be merged.



8.3. Capture Traffic at Command Line

Use dumpcap.exe or tshark.exe to capture traffic at the command line when Wireshark can’t keep up with the
traffic (drops appear on the Status Bar), or you are deploying a streamlined remote capture host, or you are
scripting an unattended capture.

Dumpcap or Tshark?

This is an interesting question. Dumpcap is a capture tool only. When you run Tshark, it actually calls
dumpcap.exe for capture functionality. Tshark contains extra post-capture parameters which makes it a better
option for many situations. If you are really struggling with memory limitations, just use Dumpcap directly.
Otherwise, Tshark is the answer.

You can run either tool at the command line to capture traffic to .pcapng files. Both tools are located in the
Wireshark program file directory (see Help | About Wireshark | Folders | Program to locate this directory).
Both can use capture filters and various other capture settings.

To use Dumpcap or Tshark from any directory, add the Wireshark program directory to your path%. Open the
command prompt/terminal window and navigate to the folder where you want to save trace files. Run both
tools from this directory.

Capture at the Command Line with Dumpcap
Type dumpcap -h to view Dumpcap parameters.

Type dumpcap -D to view your available interfaces, as shown in Figure 129. Use the number preceding the
interface name when you capture. In the image below, we can use 1, 2, or 3 to select an interface for capture.

BE¥ Command Prompt - [m} *

Ll

NTracesl@l>tshark -D

. \Device\NPF_{BDBC1124-CBA7-41BB-95BA-DB895B9631F2} (Ethernet)

. [\Device\NPF_{A12D83D8-E3C1-4622-B3CA-0986DFA57AD8} (Local Area Connection* 2)
J \Device\NPF_{98657C67-2DE2-4CA6-B5FE-5181D6F8227D} (Wi-Fi)

D:\Tracesl81>,

MWMM

Figure 129. Use dumpcap -D to view available interfaces.

%  We keep mentioning this—have you done it yet?



Use the -c option to stop capturing after a certain number of packets have been captured. For example,
dumpcap -c 2000 -w smallcap.pcapng will automatically stop the capture after 2,000 packets have
been captured to a file called smallcap.pcapng.

Use the -a option with duration:n (seconds) or filesize:n (KB) to stop capturing after a certain number
of seconds have elapsed or until your trace file has reached a certain size. For example, in Figure 130 we typed
dumpcap -i3 -a filesize:1000 -w 1000kb.pcapng to automatically stop the capture as soon as the
file size reaches 1000 KB.

E¥ Command Prompt - O x

D:\Tracesl@l>dumpcap -i3 -a filesize:1888 -w 10€Bkb.pcapng

Capturing on 'Wi-Fi°'

Fila: 1088kb.pcapng

Packets captured: 1718

Packets received/dropped on interface 'Wi-Fi': 1718/8 (pcap:8,/dumpcap:8/
flushed:B/ps_ifdrop:A) (108.A%)

D:\Traceslal>
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Figure 130. Use -a with an autostop condition such as filesize:1000.

Capture at the Command Line with Tshark

Tshark relies on Dumpcap to capture traffic, so when you type tshark -c 100 -w 100.pcapng, Tshark
launches Dumpcap to do the actual capturing.

Tshark can be used for command-line capture, but it also offers some processing options for existing trace
files. Use tshark -h to explore more possibilities for command-line capture with Tshark.

Use tshark -D to view the available interfaces. Just as you did with Dumpcap, use the number preceding
the interface name with the —-i parameter when capturing. Use -w to define the name of your capture file and
—a with autostop parameters.



Save Host Information and Work with Existing Trace Files

Why would someone use Tshark instead of Dumpcap? There are a few advantages. For example, Tshark can
use the -H <hosts filex option during the capture process. When your packets are saved to a trace file, the
name resolution information contained in the <hosts filesx is saved with your trace file.

Tshark can also process existing trace files. For example, you can specify an input trace file, apply a display
filter, and save a new file based on the display filter. In Figure 131, we applied a dns . flags.response==
display filter to http-espn101.pcapng and saved a new trace file called dns-espn-responsesonly.pcapng.

B Command Prompt - O s

D:\Tracesl@l>tshark -r http-espnl®l.pcapng -Y "dns.flags.response==1"
-W dns-esph-responsesonly.pcapng

D:\TraceslBl>dir dns-espn-responsesonly.pcapng

Volume in drive D is MainDrive

Volume Serial Number is AEAF-CAB5

Directory of D:\Tracesl@l

@l/11/281l6 @4:86 PM 18,212 dns-espn-responsesonly.pcapng
1 File(s) 18,212 bytes
® Dir(s) 1,756,655,288,320 bytes free

D:\Traces181>_

—DW_HM

Figure 131. Tshark can be run against existing trace files. [http-espn101.pcapng]

Practice with the Tshark parameters listed when you type tshark -h.



(£ Lab 44: Use Tshark to Capture to File Sets with an Autostop Condition

In this lab, you will get a chance to use Tshark with various parameters. We'll define file set “next file”
parameters and include an autostop condition for unattended capture.

Step 1: Open the command prompt (Windows) or a terminal window (Linux/Macintosh).

Step 2: Navigate to your trace file directory. Type tshark -D to view the list of available interfaces. If
you aren’t certain which interface sees traffic, return to the Wireshark Start Page and look at the
sparklines.

Step 3: Once you have determined which interface to use, type tshark -h to view the available
parameters for saving to multiple files and setting an autostop condition.

Look at the Capture stop conditions and Capture output sections>¢. For this lab, we will switch to
the next file after 30 seconds and stop after 6 files have been created.

E¥ Command Prompt - [m} *

D:\Tracesl@l>tshark -h TShark (Wireshar »
k) 2.8.1 (w2.8.1-8-g59%a380 from master-2.8)
Dump and analyze network traffic.
See https://www.wireshark.org for more information.

Usage: tshark [o
ptions] ...

Capture interface:

-i <interface> name or idx of imterface (def: first non-loopback)
-f <capture filter> packet filter in libpcap filter syntax

-5 <snaplen> packet snapshot length (def: 65535)

-p don't capture in promiscuous mode

-B <buffer size> size of kernel buffer (def: 2MB)

-y <link type> link layer type (def: first appropriate)

-D print list of interfaces and exit

-L print list of link-layer types of iface and exit

Capture stop conditions:
-c <packet count> stop after n packets (def: infinite)
| -a <autostop cond.> ...| duration:NUM - stop after NUM seconds
filesize:NUM - stop this file after NUM KB
[Files:NUM - stop after NUM files|

Capture output:
|—b <ringbuffer opt.» ... duration:NUM - switch to next file after NUM secsl
filesize:NUM - switch to next file after NUM KB
files:NUM - ringbuffer: replace after NUM files

optigps.;

5% Note that the Capture output option area implies that you must use a ring buffer. You don’t. We will just use the
duration:NUM(secs) capability of this parameter.



We will need to use the following parameters during this capture process:

= -i 3 tocapture on the 3'd interface
* -a files:6 to automatically stop capturing after 6 files
* -b duration:30 to create the next file after 30 seconds

= -w mytshark.pcapng to save to this trace file stem name

Step 4: At the command line, put it all together by typing tshark -i3 -a files:6 -
b duration:30 -w mytshark.pcapng and press Enter.5”

Open your browser and spend some time browsing www.wireshark.org. Return to Wireshark. Be
patient if the capture process is still running. It may take longer than the time allocated (3 minutes
in this case) for Wireshark to write all the buffered files.

Step 5: Type dir mytshark*.* to view your files. Notice the timestamp detail that matches your
setting to switch to the next file after 30 seconds.

E® Command Prompt - [m} *

D:\Tracesl@l>tshark -i3 -a files:6 -b duration:3@ -w mytshark.pcapng
Capturing on "Wi-Fi®
62493

D:\Traces1@l>dir mytshark®.*
Volume in drive D is MainDrive

Volume Serial Number is 4EAF-C465

Directory of D:\Tracesl@l

91/11/2016 ©84:19 PM 1,196,172 mytshark_00801_20160111161842.pcapng

01/11/2016 ©4:19 PM 28,009,924 mytshark 00002 20160111161912.pcapng

01/11/2016 ©04:20 PM 25,630,708 mytshark_00003_20160111161942. pcapng

01/11/2016 ©04:20 PM 26,944 mytshark 00004 20160111162012.pcapng

01/11/2016 ©4:21 PM 3,085,036 mytshark_00005_20160111162842.pcapng

01/11/2016 ©4:21 PM 17,388 mytshark 80806 20160111162112.pcapng
6 File(s) 57,966,172 bytes

@ Dir(s) 1,756,549,517,312 bytes free

R :‘\-J\Tr‘a é S*‘%WW

Spend some time practicing with Tshark. It's best to be comfortable with the parameters and capabilities of
Tshark before someone comes screaming into your office with network complaints.

TIP

If you use the same parameters and a very long, detailed Tshark string, consider building a batch file with variables to reduce the
chance of typing mistakes. For example, you might create a batch file called t1.bat that contains the following:

tshark -i%1l -a files:6 -b duration:30 -w %2.pcapng

To use the batch file, type t1, the interface number (%1 variable) and file stem (%2 variable), suchas t1 4 test1. This wil
capture traffic on interface 4, create six files containing 30 seconds of traffic each, and name each file beginning with the stem
test1_00001<date/timestamp> through test1_00006<date/timestamp>.

57 This command will work with or without a space between the —-i parameter and the interface number.

%  Time to get a lock on your door, eh?



8.4. Use Capture Filters during Command-Line Capture

Use capture filters with Dumpcap or Tshark when you are capturing on a busy network or you just want to
focus on specific traffic during the capture process.

Both Dumpcap and Tshark use the - £ option to specify a capture filter using the capture filter (BPF) format.
Use the —w option to set the name of your new trace file. For example, if you are interested in capturing all
traffic running on TCP port 21, enter dumpcap -i3 -f "tecp port 21" -w port2l.pcapng, as shown
in Figure 132. You will have to manually stop the capture process (Ctrl+C).

B Command Prompt — O X
p

D:\Traces1@l>dumpcap -i3 -f "tcp port 21" -w port2l.pcapng
Capturing on "Wi-Fi‘'
File: port2l.pcapng
Packets captured: 164
Packets received/dropped on interflace "Wi-Fi': 164/0 (pcap:8/dumpcap:@/
flushed:8/ps_ifdrop:8) (108.8%)

D:\Traces1@l>
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Figure 132. You will need to manually stop the capture unless you ve defined a stop condition.

Capture filtering with Tshark uses the same parameters. For example, in Figure 133 we are capturing all TCP
port 21 traffic to or from 192.168.44.7 to a file called myport21.pcapng using the -i, - £, and -w parameters.

The command would be tshark -i3 -f "tcp port 21 and host 192.168.44.7" -w
myport2l.pcapng.

B Command Prompt - O X

D:\Traces1@l>tshark -i3 -f "tcp port 21 and host 192.168.44.7"
-w "myport?1 _ prapng”

Capturing on "Wi-Fi®

293

D:\Traces18l1>_

\WW

Figure 133. Both Tshark and Dumpcap use the Berkeley Packet Filtering (BPF) capture filter syntax.

'TIP

Wireshark doesn’t recognize capture filter names, such as NotMyMAC (created in Lab 12). Use the capture filter string and enclose the
filter string in quotes. Quotes are necessary if you have spaces in your filter, as we see in Figure 133.



8.5. Use Display Filters during Command-Line Capture

Display filters have many more options than capture filters. When capturing at command line, however, there
is a display filter limitation that you must be aware of. You can use display filters with the -Y parameter
during a live capture, but you can cannot save the trace file while using that parameter.

Because of this limitation, consider capturing all traffic, saving the packets to a file (or file sets if necessary),
applying display filters to the saved trace file, and saving the subset to a new trace file.

If you want to capture only packets that match the tcp.analysis.flags filter, for example, first use a
capture filter to capture all TCP traffic and save that traffic to a file. In Figure 134, we are capturing and saving
TCP traffic to a file called tcptraffic.pcapng. That is the first step.

Bl Commend Prompt - O >
P

D:\Tracesl@lstchark -i3 £ "tcp” -w teptraffic. pcapng
Capturing on "Wi-Fi®
196

D:\Tracesl8l>_
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gl RS \w\! T T e

Figure 134. Begin with a capture filter and save the packets to a file.

The second step is to use the -r parameter to read the trace file you created, the -Y parameter to specify a
display filter, and the -w parameter to save a new trace file, as shown in Figure 135.

B¥ Command Prompt — O k4
[

D:\Tracesl@®lstshark -r "tcptraffic.pcapng” -Y "tcp.analysis.flags"”
-w tcpanalysisflags.pcapng

D:\Tracesl@l>dir tcpanalysisflags.pcapng

Volume in drive D is MainDrive

Volume Serial Number is AEAF-C465

Directory of D:\Tracesl@l

91/11/2015 ©4:44 PM 1,872 tcpanalysisflags.pcapng
1 File(s) 1,872 bytes
@ Dir(s) 1,756,563,681,280 bytes free

D:\Traceslel»
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Figure 135. Use the -Y and —w parameters to apply display filters and save a subset of the packets.

In Lab 45 you will use the -Y parameter to extract HTTP GET requests from a trace file and save these GET
requests in a new trace file.



(£ Lab 45: Use Tshark to Extract HTTP GET Requests

In this lab you will use the —r parameter to read a trace file and then apply a display filter with the -Y
parameter. Finally you will save a trace file that contains only the HTTP GET requests.

Step 1: Open the command prompt (Windows) or a terminal window (Linux/Macintosh).
Step 2: Navigate to your trace file directory.

Type tshark -r "http-espnlOl.pcapng" -Y "http.request.method==GET"
-w "httpGETs.pcapng" and press Enter.

B8 Command Prompt — O s

D:\TraceslBl»>dir http-espnl@l.pcapng
Volume in drive D is MainDrive
Volume Serial Mumber is 4EAF-C465

Directory of D:\Traces1@l
1@/38/2812 @3:82 PM 4,698,292 http-espnl@l.pcapng
1 File(s) 4,698,292 bytes
@ Dir(s) 1,756,524,662,784 bytes free

D:\TraceslBl>tshark -r "http-espnl@®l.pcapng” -Y "http.request.method==GET"
-w "httpGETs .pcapng™

D:\Traces1B1>dir httpGETs.pcapng

Volume in drive D is MainDrive
Volume Serial Mumber is AEAF-CA465

Directory of D:\Tracesl81
@1/11/2816 @4:58 PM 188,136 httpGETs.pcapng
1 File(s) 188,136 bytes
@ Dir(s) 1,756,524,523,520 bytes free

D:\Traceslel> g

R e L G S L N o N

That’s it. Now you can open your trace file in Wireshark for further analysis.

" TIP

The best way to use display filters and Tshark is to capture and save all the traffic using Tshark and then open the trace file in
Wireshark to apply display filters and perform analysis tasks.



8.6. Use Tshark to Export Specific Field Values and Statistics from a
Trace File

Sometimes you may want to get a general feel for the traffic with or without capturing the traffic. This is
where Tshark is the only command-line tool to use.

Run tshark -h to view the available options. Field export options and export statistics are listed under the
Output area.

Export Field Values

You must use -T fields first. Then you can list the fields you are interested in after the -e parameter. You
can combine these parameters with display filters as needed. For example, in Figure 136 we typed tshark -
i3 -f "dst port 80 and

host 192.168.44.7" -T fields -e frame.number -e ip.src -e ip.dst

-e tcp.window size to capture traffic to/from 192.168.44.7 to destination port 80 on interface 3 and
display the frame number, source and destination IP addresses, and TCP window size value.

You will need to manually stop the capture process using Ctrl+C. If you can’t manually stop the process,
consider adding a stop condition to your Tshark command.

B Cornmand Prompt — O B4
~

D:\TraceslBl~tshark -i3 -I "dst port B8 and host 192.168.44.7" -T (ields
-a frame.number -e ip.src -e ip.dst -e tcp.window cize
Capturing on "Wi-Fi®
1 192.168.44.7 68.71.212.186 63620

192.168.44.7 23.59.197.231 261
3 192.168.44.7 23.216.11.9 251
4 192.168.44.7 23.216.11.9 256
5 192.168.44.7 68.71.222.248 63397
(3 192.168.44.7 641.233.177.156 256
7 192.168.44.7 23.61.194.17@ 256
& 192.168.44.7 23.61.194.17@ 256
9 192.168.44.7 23.61.194.17@ 256
1e 192.168.44.7 23.61.194.17@ 256
11 192.168.44.7 23.61.194.178@ 256
12 192.168.44.7 23.61.194.178 256
13 192.168.44.7 23.216.11.9 796
14 192 168 .44 7 23.216.11.9 796
15 192.168.44.7 23.216.16.218 254
16 192.168.44.7 23.216.10.218 254
17 192.168.44.7 23.61.194.243 256

. d. 3 .1 dob

Figure 136. You will need to manually stop the capture process

Use the -E parameter to add options to make the exported information easier to read. For example, add -E
header=y to add a field header.

To analyze the information in a spreadsheet, use -E separator=, to set up the exported information in
comma-separated format.

Youcanuse > stats.txt atthe end of your command to save this information to a file named stats.txt.

Again, use tshark -h to view all available options.



Export Traffic Statistics

Use the -z parameter to view numerous statistics about your traffic. You might also consider using the -g
parameter to quiet down Tshark from displaying each frame on the screen. For example, in Figure 137 we ran
tshark -i3 -qz io,phs to display the Protocol Hierarchy Statistics (phs) seen on interface number 3.

Commard Prompt - o X
D:\Traceslel>tshark -13 -gz 1lo,phs ~
Capturing on "Wi-Ti’

A817 packets captured
Protocol Hierarchy Statistics
Filter:
eth frames: 4847 bytes:3134522
ip lrames 4846 bytes:3134198
udp frames:577 bytes:69138
http frames: 20 bytes:7312
dns frames:552 bytes:61832
db-1sp-disc frames:4 bytes:688
rip frames:1l bytes:106
tcp frames: 4268 bytes:3854922
551 trames:598 bytes:44b336
dala frames:49 byles: 8485
http frames: 348 bytes:320157
json frames:13 bytes:17083
data-text-lines frames:3 bytes:120858
data-text-lines frames:14 bytes:19694
image-gif frames:32 bytes:16365
N _ws.unreassembled frames;l bytes:1514

Figure 137. We can see the various protocols and applications in use without capturing traffic.

If you want to export any of the statistics to a text file, simply redirect the results to a file, as mentioned earlier.
For example, tshark -i3 -gz io,phs > stats.txt. Asyou continue to gather statistics, use >> instead
of > to append additional information to the existing text file.

One of the most interesting statistics is the list of hosts that are communicating on the network. In Figure 138,
we typed tshark -i3 -qz hosts to extract the list of active hosts seen on interface number 3.



E¥ Command Prompt - O *
P

N:=\Trare<1@1>t<hark -i3 -q7 honsts A
Capturing on "Wi-Fi®

2512 packets captured

E TShark hosts output

Host data gathered trom C:\Users\LAURA ~1\AppData‘\Local\lemp\wireshark
prapng_98657C67 -2DE2-4C46-B5FE-5101D6F8227D_20160111178334 202592

74.125.196_154 partnerad.l.doubleclick. net
172.230.186.145 e/B59.g. akamaiedge.net
64.233.185.156 pagead46.l.doubleclick.net
64.233.185.154 pageadd6.1l.doubleclick.net
199.181.133.61 espn.gns.go.com

23.61.194.51 adl5.w/. akamai. net
23.61.194.49 a915.w7.akamal. net
54.192.117.77 d2ujids68pbxmg. cloudfront.net
741.135.196.123 pagead-googlehosted.l.google.com
68.71.212.183 sports.espn.gns.go.com
74.125.21.157 partnerad.]l.doubleclick.net
199.181.133.41 broadband.espn.gns.go.com
199.27.79.68 prod.outbrgin.map.fastlylb.net

= A g oY £ " o, M B p e |
R e —F eaiod e e R b

Figure 138. It is easy to build a list of active hosts seen on the network using tshark -gz hosts.

If you want to extract the Expert warnings, notes, and errors from an existing trace file, use the —r parameter.
For example, in Figure 139 we typed tshark -r "http-downloadl0l.pcapng" -gz expert,warns to
see we have packet loss and a zero window condition in the trace file.

B Command Prompt - [} x

[':\Tracesl@l>tshark -r "http-downloadl®l.pceprg” -qz expert,warns

Warns (132)

Frequency Group Protocol Summary
188  Seguesnce TCP Previous segment not captured (common at capture start)
83 Seguasnce TCP This frame is a (suspected) out-of-order segment
1 Sequence TCP  TCP window specified by the receiver is row completely full
7  Sequesnce TCP TCP Zerc Window segment
1 Sequence TCP Connection resat (RST)

C:\Traceslel>y

s BB OO P o P BT T T el P i

Figure 139. Pulling the expert warnings, we can see some indications of segments not captured. [http-download101.pcapng]

See www.wireshark.org/docs/man-pages/tshark.html for more details on the —z parameter.



Export HTTP Host Field Values

You can easily use Tshark to capture all the HTTP Host field values currently seen on the network and save
that information to a text file. To do this, include a display filter for packets that contain the http.host field. In
addition, define http.host as the exported field name and export the information to a text file. In Figure 140, we
saved the HTTP Host field values to a file called httphosts.txt.

Bl Command Prompt - O >
P

D:\Tracesl@l>tshark -i3 -Y "http.host" -T fields -e http.host » httphosts.txt
Capturing on "Wi-Fi-~
27

D:\Traces181>

Figure 140. We used a display filter and field value of http.host to create a host list file.

The resulting text file only includes the HTTP Host field values, as shown in Figure 141. We could add another
field parameter to save the destination IP address (ip.dst), as well. We will do this in Lab 46.

@~

| File Edit Format View Help

m. adnxs. com ~
m.adnxs.com
ib.adnxs.com
ib.adnxs.com
s2.symch.com
ss.symcd.com
b.scorecardresearch. com
b.scorecardresearch.com
lax1.ib.adnxs.com
cdn.adnxs.com
cdn.adnxs.com
cdn.adnxs.com
cdn.adnxs. com
c.betrad.com

Figure 141. You can create a list of all the HTTP Host field values seen in the trace file.



(O Lab 46: Use Tshark to Extract HTTP Host Names and IP Addresses

In this lab we will use a combination of display filters and field names to create a file that contains both the IP
addresses and host names of HTTP servers contacted on the network.

Step 1: Open the command prompt (Windows) or a terminal window (Linux/Macintosh).
Step 2: Navigate to the directory in which you want to save your new HTTP host name/address file.

Type tshark -i3 -Y "http.host" -T fields -e http.host
-e ip.dst -E separator=, > httphostaddrs.txt and press Enter. Substitute the
appropriate interface number for your system for “-13.”

Step 3: Toggle to your browser and visit various web sites. After a few minutes, toggle back to your
command prompt or terminal window and manually stop the capture process (Ctrl+C on
windows, for example).

Wireshark displays the captured packet count, which is the number of host names/ destination IP
address sets you have in your text file.

BN Command Prompt — O *

D:\Traces1@1xtshark i3 Y "http.host™ T fields ¢ http.host ¢ ip.dst
-E separator=, > httphostaddrs.txt

Capturing on "Wi-Fi'

39

D:\Traces1@1>_
T P P Al WP ¥

Step 4: Open and examine your httphostaddrs.txt file.

j httphostad drs.bd - Notepad — O ®
File Edit Format Wiew Help

clientsl.google.com,64.233.177.182 ~
clientsl.google.com,64.233.177.182

clientsl.google.com,64.233.177.182

ocsp.godaddy.com,72.167.18.239

ocsp.digicert.com,72.21.91.29

renoalirport.com,216.76.187.158

regular-expressions. info,66.39.67.31

Lo regular-expigsii' ons.info,66.39.64.31

Practice working with the fields and filters to extract just the information in which you are interested.
Consider creating a batch file or script to run Tshark commands you use often.




8.7. Continue Learning about Wireshark and Network Analysis

By this point you've covered the most important Wireshark skills and network analysis functions. You've run
through 46 labs and you're about to finish Challenge 8. Once that is complete, what’s next?

Here are some recommendations for continuing your education in network analysis:
e Visit www.wiresharkbook.com and check out the supplements for this book and other books listed on
that site.

e Visit www.wireshark.org to sign up for the Wireshark-Announce mailing list to receive notifications
when a new Wireshark version is available for download.

e  Sign up for the newsletter at www.chappellU.com to participate in free online Wireshark events.

e Practice capturing your own traffic to become accustomed to the type of traffic that is generated when
you browse web sites, send email, or log in to the company server.

¢ Continue customizing Wireshark by adding new profiles and new display filters, coloring rules, and
Filter Expression buttons.

e Share your customized settings with other IT team members to create a master profile that improves
your team’s network analysis efficiency.

e If you want to validate your Wireshark proficiency, consider the Wireshark Certified Network Analyst
(WCNA) certification. For information on the WCNA program, visit
www.wiresharktraining.comy/certification.html.

As you've read on the title page for each chapter, there are many benefits to becoming proficient at network
analysis. Now is the time to start delving into your network traffic to spot problems and detect those network
anomalies faster.



Chapter 8 Challenge

Use challenge101-8.pcapng and the command-line tool techniques covered in this chapter to answer these
Challenge questions. The answer key is located in Appendix A.

Question 8-1.  What Tshark parameter should you use to list active interfaces on your Wireshark system?

Question 8-2.  Using Tshark to extract protocol hierarchy information, how many UDP frames are in
challenge101-8.pcapng?

Question 8-3.  Use Tshark to export all DNS packets from challenge101-8.pcapng to a new trace file called
ch8dns.pcapng. How many packets were exported?



Chapter 8 Challenge Answers

Answer 8-1.

Answer 8-2.

You should use the -D parameter to list active interfaces on your Wireshark system.

BN Cormmand Frompt — O X
™~
D:\Tracesl@l>tshark -D
1. \Device\NPF_{B3DBC1124-CBA7-41EB-95BA-DB895B9631F2} (Ethernet)
2. ‘\Device\NPF_{A12D83DB8-E3C1-4622-B3(0-8986DFA57AD8} (Local Area Connaction® 2)
3. \Device\NPF {98657C67-2DE2-4C46-B5FE-5101D6FB227D} (Wi-Fi)
D:\Traces181>
e e = . — _“__‘—_._ AT F = = — e, = _—‘.
e AW Y T e e S e (T, guip v W R

Using tshark -r challengel0Ol-8.pcapng -qz io,phs, we determined that there are
62 UDP frames in challenge101-8.pcapng.

Bl Command Prompt - O b4

D:\Tracesl@l>tshark -r challengel@l-8.pcapng -qz io,phs

Protocol Hierarchy Statistics

Filter:
eth frames:1297 bytes:1845319
ip frames:1297 bytes:1845319
| udp frames:62 bytes:8074 |
dns frames:62 bytes:8874
tcp frames:1235 bytes:1837245
http frames:187 bytes:189358
data-text-lines frames:22 bytes:30683
image-jfif frames:38 bytes:48801
_ws.short frames:1 bytes:1514
_ws.unreassembled frames:1 bytes:1514
media frames:3 bytes:4542
png frames:14 bytes:17516
_ws.unreassembled frames:8 bytes:12112
_ws.unreassembled frames:2 bytes:30821
image-gif frames:3 bytes:2976
_ws.unreassembled frames:1 bytes:1514
ssl frames:41 bytes:29228
data frames:5 bytes:3685

D:\Traces1@1>»



Answer 8-3.

Using the command tshark -r challengel0l-8.pcapng -Y "dns" -w

ch8dns.pcapng, we exported the DNS traffic and found that there are 62 DNS packets.

Apparently all the UDP traffic is DNS.

We could have used capinfos ch8dns.pcapng to obtain the packet count as well.

BN Cormmand Frompt — O X

D:\Tracesl1@1stshark -r challengelBl-8.pcapng -Y "dns" -w ch8drs.pcapng

N:\Traces1@1>capinfos chddns prapng

File name: ch8dns . pcapng

Filec type: Wireshark/. .. pcapng
File encapsulation: Ethernet

File Limeslamp precision: microvseconds (6)

Packet size limit; file hdr: (rot set)
Number ot packets: b2
ile size: 18 kB

Dats size: 8874 bytes

“"-_l;ﬂuf-e durations... - 15.561731 secomssdm,

g B,
e S e R T U RN S S e




Appendix A:
Trace File Descriptions

Protocol Analysis is the only way to really see how applications and networks behave.
Unfortunately, the tools are only as good as the training and knowledge you gain.
More practice = more knowledge.

Tony Fortunato
Senior Network Performance Specialist, The Technology Firm



Practice Trace Files

The book web site (www.wiresharkbook.com) contains all the trace files mentioned in this book. Please note the
license for use below and on the book web site.

You agree to indemnify and hold Protocol Analysis Institute and its subsidiaries, affiliates, officers, agents,
employees, partners and licensors harmless from any claim or demand, including reasonable attorneys' fees,
made by any third party due to or arising out of your use of the included trace files, your violation of the TOS,
or your violation of any rights of another.

NO COMMERCIAL REUSE

You may not reproduce, duplicate, copy, sell, trade, resell, or exploit for any commercial purposes, any of the
trace files available at www.wiresharkbook.com.

a.pcapng

This trace file contains a download session - the client is getting the OpenOffice application. Note the server is
a bit sluggish in its first response to the client. Is it experiencing performance problems? [Chapter 8]
dhcp-serverdiscovery101.pcapng

This trace file only contains DHCP traffic. Note that the display filter required to view DHCP traffic is simply
bootp. [Chapter 3]

dns-nmap101.pcapng
We saved the DNS traffic from a browsing session that inclu ded an attempt to reach www.nmap.org and

www.insecure.org (both managed by Fyodor, the creator of Nmap) as well as google.com and dropbox.com. It
seems there are some DNS problems that will prevent us from getting to Fyodor’s sites. [Chapter 1]

ftp-bounce.pcapng

This trace file depicts an unsuccessful FTP upload process. The FTP client is allowed to connect to the FTP
server, send the STOR command with the file name, and even establish the TCP connection for the data
transfer channel. When the client begins sending the data to the server, however, the server rudely sends TCP
resets in fear of an FTP bouncd attack. [Chapter 4]

ftp-clientside101.pcapng

Wireshark is running on a client to capture the FTP command and data channel traffic seen in this trace file.
The user name and password are visible in clear text. We can use Follow | TCP Stream to reassemble the file
transferred in this trace file. [Chapter 3 and Chapter 6]

ftp-crack101.pcapng

We started capturing in the middle of a password cracking attempt. This is a good trace file on which to
practice keyword filtering. Was the password cracking attempt successful? [Chapter 3 and Chapter 4]

ftp-download101.pcapng

The FTP banner is quite evident in the Packet List pane of this trace file. Follow the stream of the command
channel to see what the client wants from the server. Practice finding the most active conversations based on
bytes and applying a filter for that traffic. [Chapter 6]

general101.pcapng

This is the trace file we followed to build a picture of a network. We examined the MAC addresses and IP
addresses contained in the trace file. [Chapter 0]

general101b.pcapng

An outside host (121.125.72.180) and an inside host (24.6.169.43) are trying to make a connection to a local host.
Consider building a display filter for all TCP SYN packets to detect connection attempts and responses.
[Chapter 3 and Chapter 5]

general101c.pcapng

We used this trace file to detect suspicious traffic on a network. Look at the Protocol Hierarchy to identify the
IRC traffic and use Follow | TCP Stream to reassemble the traffic and identify commands. What is the name of
the IRC server? [Chapter 5]



general101d.pcapng

This trace file contains numerous TCP problems. Open the Expert Information window to identify the
problems on this network. [Chapter 5]

gen-startupchatty101.pcapng

We used this trace file to examine conversation statistics. The trace file contains 15 IPv4 conversations and 12
IPv6 conversations. Although there are only 6 TCP conversations, there are 52 UDP conversations. [Chapter 3]

http-au101b.pcapng

We used this trace file to track a web browsing session and export the HTTP Host field values. We then
exported the Packet List pane columns to a CSV file for further processing. [Chapter 4]

http-browse101.pcapng

This trace file contains a web browsing session. This is a good trace file to use to practice adding columns or
filtering on DNS traffic to identify web site dependencies. [Chapters 3, 4, and 6]

http-browse101b.pcapng

This trace file contains IPv4 and IPv6 traffic. We used this trace file to examine the Protocol Hierarchy
window. [Chapter 5]

http-browse101c.pcapng

This trace file contains traffic between a host in the United States and hosts in China. This is a great trace file to
use when practicing GeolP mapping. [Chapter 5]

http-browse101d.pcapng

This trace file contains numerous intertwined conversations. Practice differentiating the conversations by
applying temporary coloring rules to the separate conversations. [Chapter 4]

http-chappellu101.pcapng

This trace file contains a very simple web browsing session. Use this file to practice reassembling web objects.
[Chapter 1]

http-chappellu101b.pcapng

In this browsing session, the user decided to open a PDF file located on the web site. Looking closely at the
trace file we can see the browser used an external PDF viewing software. Checking in to that viewer site, we
detected a 404 error. [Chapter 3]

http-chappellu101c.pcapng

This client browses to www.chappellu.com after making a DNS query to two separate DNS servers. Towards the
end of the trace file we see the client performing a series of DNS queries for all the domain names contained in
links on the main page. [Chapter 1]

http-cheez101.pcapng

This trace file depicts a browsing session to the infamous cheezburger.com site. Try opening this trace file with
the TCP Allow subdissector to reassemble TCP streams preference enabled and disabled. You can see the
difference in frame 10. [Chapter 7]

http-college101.pcapng

This is another good trace file that contains a large number of connections required to browse a single web
site. Peruse through the GET requests to see some interesting .jpg file names. [Chapter 6]

http-disney101.pcapng

It’s the “happiest place on Earth”... if you can get there. This trace file depicts DNS errors that are slowing
down the browsing session. [Chapters 1, 3, and §]

http-download-c.pcapng

This is a nice big trace file depicting another download of the OpenOffice suite. There are a few problems in
this trace file and we notice the server is sluggish at first - just like in a.pcapng. [Chapter 8]



http-download101.pcapng

This trace file contains some very serious TCP problems. Use the Expert Information window to identify the
errors. Pay attention to the packet time information to determine how heavily these errors affected
performance. [Chapter 5 and Chapter 8]

http-download101c.pcapng

Filter on the GET requests to see what the client is downloading in this trace file. Consider creating a coloring
rule based on your findings. [Chapter §]

http-download101d.pcapng

There are numerous problems in this trace file. Create an 10 Graph that compares all traffic with the TCP
analysis flagged packets. [Chapter 3]

http-download101e.pcapng

Again, we have errors in the trace file that are affecting the throughput. Create another IO Graph with the TCP
analysis flagged packets. You probably need to set the Y axis to logarithmic to see the relationship between
TCP errors and drops in throughput. [Chapter 5]

http-errors101.pcapng

In this trace file a user is trying to load a page that does not exist. Practice setting up coloring rules for HTTP
error response codes using this trace file. [Chapter 3]

http-espn101.pcapng

When you browse to www.espn.com, you will find that there’s nothing there. This trace file shows the
interdependencies between web sites. You may think you are connecting to a single site, when you are
actually connecting to multiple sites. [Chapters 1, 3, 5, 6, and 8]

http-google101.pcapng

In this trace file we received IPv4 and IPv6 addresses in response to our DNS queries. Did any of our
communications travel over IPv6? [Chapter 0]

http-jezebel101.pcapng

Look in the Frame section in this trace file. It was taken the day after Hurricane Sandy hit the East Coast of the
United States. Numerous servers on the East Coast were knocked out by the floods. This site, jezebel.com, was
hosted on a Datagram server that was located in a flooded basement. Reassemble the TCP streams to clearly
read the responses from the temporary server to which traffic was directed. [Chapter 4]
http-misctraffic101.pcapng

Try to reassemble the executable transferred during this web browsing session. It is fully functional, but it may
not be the latest copy available. [Chapter 4 and Chapter 5]

http-nonstandard101.pcapng

In this trace file we have HTTP traffic traveling over a non-standard port. You can adjust the HTTP preference
settings to dissect this traffic properly. [Chapter 1]

http-openoffice101a.pcapng

This trace file depicts a slow server response. Use the Time column and the TCP Calculate conversation
timestamps feature to determine the length of the delay.

http-openoffice101b.pcapng

During this OpenOffice download, the client terminates the connection to the server. It takes the server a while
to receive the TCP Resets, however, so the trace file ends with a number of unacknowledged data packets.
[Chapter 1]

http-pcaprnet101.pcapng

There is a noticeable delay when accessing pcapr.net information. Use the Time column and the TCP
conversation timestamp details to analyze the performance of this browsing session. [Chapter 1]
http-pictures101.pcapng

We are browsing for images at istockphoto.com. Practice exporting HTTP objects using this file. Can you tell
what search term we used on the iStockphoto site? [Chapter 3]



http-sfgate101.pcapng

This trace file contains a browsing session to sfgate.com, an online newspaper owned by the Hearst
Corporation. Use your HTTP filtering capabilities to detect the POST message. [Chapter 3 and Chapter 4]
http-slow101.pcapng

This trace file depicts a really slow communication between an HTTP client and a server. It's a great trace file
to practice your “high latency” coloring rules and display filters. [Chapter 1]

http-winpcap101.cap

This file was captured with Microsoft’s Network Monitor. Wireshark can open the trace file easily using
Wireshark’s Wiretap Library. [Chapter 0]

http-wiresharkdownload101.pcapng

Use this trace file to compare the results of an http filter witha tcp.port==80 filter. Notice the value of
the Protocol column as you apply these filters. [Chapter 3 and Chapter 6]

mybackground101.pcapng

This trace file was taken to determine what background traffic occurs on a lab system. As we removed
“normal” traffic from view, we detected an incoming connection attempt from a foreign host. [Chapter 0 and
Chapter 3]

net-lost-route.pcapng

Watch what happens when the network appears to have suffered a major “glitch.” Notice that the Intelligent
Scrollbar can help you spot the problems quickly in this trace file. [Chapter 4]

sec-concern101.pcapng

This trace file contains some very unsettling traffic. Open the Protocol Hierarchy window and export the
suspicious traffic to get a better feel for what is taking place. [Chapter 5]

sec-nessus101.pcapng

This trace file depicts a Nessus scan. You'll notice a wide range of colors applied to the packets and a very
interesting Protocol Hierarchy view. [Chapter 4]

sec-suspicous101.pcapng

This browsing session illustrates a redirection to a cz.cc site. Note that in 2011, Google blacklisted all sites
under the cz.cc domain stating “Over the past 90 days, cz.cc appeared to function as an intermediary for the
infection of 13788 site(s) including uniform-net.jp/, nuxi-navi.comy, flashracingonline.com/.” [Chapter 7]
smb-join101.pcapng

This trace contains the SMB traffic from a Windows host that joins a domain. Use this trace file to test your
coloring rule or display filter for SMB errors. [Chapter 3]

split250*.pcapng

This set of trace files are linked together as a “file set.” Use the instructions in Chapter 2 to open and work
with this file set. [Chapter 2]

tcp-decodeas.pcapng

This traffic runs over a non-standard port. In fact, Wireshark does not have a dissector for the port used.
Follow the stream to figure out what the traffic is and then force a dissector using right-click Decode As.
[Chapter 1]

tr-twohosts.pcapng

It’s dueling FTP sessions. Use this trace to test your skills at comparing file transfer performance for two
separate conversations. Who wins? [Chapter 5]

wlan-ipadstartstop101.pcapng

This trace file contains the 802.11 traffic from an iPad during the startup and shut down procedure. This trace
file was taken with an AirPcap adapter and includes a Radiotap header. The data is not visible because the
traffic is encrypted. [Chapter 3]



Network Analyst’s Glossary

Note: This Glossary defines terms as they relate to network analysis and Wireshark functionality.

6to4 traffic — 6to4 traffic contains IPv6 packets embedded inside IPv4 headers. These packets can be routed
through an IPv4 network to a target IPv6 host. Apply a display filter for ip and ipvé to detect traffic that
contains both protocols.

ACK—Short for Acknowledgment, this term is used to refer to the packets that are sent to acknowledge
receipt of some packet on a TCP connection. For example, a handshake packet (SYN) containing an initial
sequence number is acknowledged with SYN/ACK. A data packet would also be acknowledged.

AirPcap — This specialized wireless adapter was originally created by CACE Technologies (now owned by
Riverbed) to capture wireless network traffic. Designed to work on Windows hosts, this adapter can capture
traffic in promiscuous mode (capture traffic sent to all target hardware addresses, not just the local hardware
address) and monitor mode (capture traffic on all wireless networks by not joining any wireless network). For
more information, visit www.riverbed.com.

Annotations — As of Wireshark 1.8, annotations, or comments, can be added to an entire trace file or to
individual packets. Trace file annotations can be seen by clicking on the Annotation button on the Status Bar
or by selecting Statistics | Summary. Packet annotations can be seen above the Frame section of a packet in
the Packet Details pane or by opening the Expert Information window and selecting the Packet Comments
tab. The display filter comment will show you all packets that contain comments. Add this as a column to
read all comments in the Packet List pane.

Apply as Filter — After right-clicking on a field, conversation, endpoint, or protocol/application you can apply
a display filter immediately using this option.

ARP (Address Resolution Protocol) — ARP packets are sent to determine if someone is using a particular IP
address on a network (gratuitous ARP) or to locate a local host’s hardware address (ARP requests/replies).
Both the capture and display filters for ARP are simply arp.

ASCII (American Standard Code for Information Interchange)-ASClIl is a character encoding mechanism
seen in the Packet Bytes pane. When you highlight a text field in the Packet Details pane, the hex and ASCII
location of that field is highlighted in the Packet Bytes pane.

background traffic — This traffic type occurs with no user-intervention. Typical background traffic may
include virus detection tool updates, OS updates, and broadcasts, or multicasts from other devices on the
network. Start capturing traffic on your own computer and then walk away. Let the capture run for a while to
get a baseline of your machine’s background traffic.

Berkeley Packet Filtering (BPF) Syntax — This is the syntax used by Wireshark capture filters. This filtering
format was originally defined for tcpdump, a command-line capture tool. For more information on Wireshark
capture filter syntax, see wiki.wireshark.org/CaptureFilters.

Bootstrap Protocol, see BOOTP

BOOTP (Bootstrap Protocol) — This protocol offered dynamic address assignment and is the predecessor of
DHCP (Dynamic Host Configuration Protocol). IPv4 DHCP packets contain a BOOTP header and can be
filtered on using the bootp display filter for DHCPv4 and dhcpvé for DHCPv6. Also see DHCP.

broadcast — Broadcast is a type of address that indicates “everyone” on this network. The Ethernet MAC-layer
broadcast address is OxFF:FF:FF:FF:FF:FF. The IPv4 broadcast address is 255.255.255.255 whereas a subnet
broadcast would be 10.2.255.255 on network 10.2.0.0. Broadcasts to the 255.255.255.255 address are not
forwarded by routers, but they are forwarded out all switch ports. Subnet broadcasts may be forwarded by a
router if that router is configured to do so.

Capinfos-This command-line tool is included in the Wireshark download and can be used to obtain basic
information about a trace file such as file size, capture duration and checksum value. If you are going to use a
trace file as evidence of a security breach, consider obtaining file checksum values immediately after saving



trace files to prove the trace file has not been tampered with. The command capinfos -H <filenames> will
generate SHA1, RMD160 and MDb5 checksum values only whereas capinfos <filename> will generate
checksum values as well as all other file information.

Capture Engine-The Capture Engine is responsible for working with the link layer interfaces for packet
capture. Wireshark uses dumpcap.exe for the actual capture process.

capture filter — This is a filter that is applied during the capture process only. This filter cannot be applied to
saved trace files. Use this filter type sparingly as you can’t retrieve and analyze the traffic you drop with a
capture filter. Use the -f parameter to apply capture filters with Tshark and Dumpcap.

capture interface — The capture interface is the hardware device upon which you can capture traffic. To view
available capture interfaces, click on the Interfaces button on the main toolbar. If Wireshark does not see any
interfaces, you cannot capture traffic. Most likely the link-layer driver (libpcap, WinPcap, or AirPcap) did not
load properly.

checksum errors — When you enable checksum validation for IP, UDP, or TCP in the protocol preferences
area, Wireshark calculates the checksum values in each of those headers. If the checksum value is incorrect,
Wireshark marks the packet with a checksum error. Since so many machines support checksum offloading, it
is not uncommon to see outbound packets marked with a bad checksum because the checksum hasn’t been
applied yet. Turn off checksum validation and/or disable the Bad Checksum coloring rule to remove these
false positives. See also task offloading.

CIDR (Classless Interdomain Routing) Notation —This is a way of representing the network portion of an IP
address by appending a bit count value. This value indicates the number of bits that comprise the network
portion of the address. For example, 130.57.3.0/24 indicates that the network portion of the address is 24-bits
long (130.57.3).

Classless Interdomain Routing, see CIDR Notation
Comma-Separated Value format, see CSV format

comparison operators — Comparison operators are used to look for a value in a field. For example,
ip.addr==10.2.2.2 uses the “equal” comparison operator. Other comparison operators include >, >=, <,
<=,and !-=.

core engine — This area of the Wireshark application is considered the “work horse” of Wireshark. Frames
come into the capture engine from the Wiretap Library or from the Capture Engine. Packet dissectors, display
filters, and plugins all work as part of the Core Engine.

CSV format—Saving to CSV format is available when exporting packet dissections. Using this format,
Wireshark can export all Packet List pane column information for evaluation by another program, such as a
spreadsheet program.

delta time (general) — This time value measures the elapsed time from the end of one packet to the end of the
next packet. Set the Time column to this measurement using View | Time Display Format | Seconds Since
Previous Displayed Packet. This field is inside the Frame section of the Packet Details pane (called Time delta
from previous displayed frame).

delta time (TCP) — This time value can be enabled in TCP preferences (Calculate conversation timestamps) and
provides a measurement from the end of one TCP packet in a stream to the end of the next TCP packet in that
same stream. The field is added to the end of the TCP header in the [Timestamps] section. To filter on high
TCP delta times, use tcp.time delta > x, where x is a number of seconds (x.xxxxxx format is supported
as well).

DHCP (Dynamic Host Configuration Protocol) — This protocol is used to dynamically assign IP addresses
and other characteristics to IP clients. The capture filter for IPv4 DHCP traffic is port 67 (alternately you can
use port 68). The display filter for IPv4 DHCP traffic is bootp. The capture filter for DHCPv6 traffic is
port 546 (alternately you can use port 547). The display filter for DHCPv®6 traffic is dhcpveé.

Dynamic Host Configuration Protocol, see DHCP
Differentiated Services Code Point, see DSCP

display filter — This filter can be applied during a live capture or to a saved trace file. Display filters can be
used to focus on specific types of traffic. Wireshark’s display filters use a proprietary format. Display filters



are saved in a text file called dfilters. Use the -R parameter to apply display filters while using Tshark.
Dumpcap does not support display filters.

dissectors — Dissectors are the Wireshark software elements that break apart applications and protocols to
display their field names and interpreted values. To view the master list of Wireshark dissectors, visit
anonsvn.wireshark.org/viewvc/, select a Wireshark version and navigate to the epan/dissectors directory.

DNS (Domain Name System) —DNS is used to resolve names to IP addresses and much more. We are most
familiar with hosts using DNS to obtain the IP address for a host name typed into a URL field of a browser,
but DNS can provide additional information, such as the mail exchange server or canonical name (alias)
information. Although most often seen over UDP, DNS can run over TCP for requests/responses and always
runs over TCP for DNS zone transfers (transfer of information between DNS servers). The capture filter syntax
for DNS traffic is port 53; the display filter syntax is simply dns.

Domain Name System, see DNS

DSCP (Differentiated Services Code Point) — This feature adds prioritization to the traffic using the DSCP
fields in the IP header. To determine if DSCP is in use, apply a display filter for ip.dsfield.dscp != 0.

Dumpcap — This command-line tool is referred to as a “pure packet capture application” and is included with
Wireshark. Dumpcap is used for packet capture by Wireshark and Tshark. Type dumpcap -h atthe
command line to learn what options are available when running Dumpcap alone.

Editcap — This command-line tool is included with Wireshark and is used to split trace files into file sets,
remove duplicates, and alter trace file timestamps. To see the options available with Editcap, type editcap
-h at the command prompt.

Ethereal — This is the former name of the Wireshark project. On June 7, 2006, Gerald Combs and the entire
development team moved from Ethereal to the new Wireshark home. This name change was prompted by a
trademark issue when Gerald Combs, the creator of Ethereal, moved to his new job at CACE Technologies.

Ethernet — Developed at Xerox PARC in 1973-1974, Ethernet defines a networking technology that consists of
a physical connection to a shared medium (wire), the bit transmission mechanism, and the frame structure.

Ethernet header — This header is placed in front of the network layer header (such as IP) to get a packet from
one machine to another on a local network. Once the Ethernet header is placed on the packet, we refer to it as a
frame. The common Ethernet header format is Ethernet II and contains a destination hardware address (6
bytes), source hardware address (6 bytes) and Type field (2 bytes). Wireshark looks at the Type field to
determine which dissector should receive the packet next. There is also an Ethernet trailer that consists of a
4-byte Frame Check Sequence field. See also Ethernet trailer.

Ethernet trailer — This 4-byte trailer is added to the end of a packet and consists of a Frame Check Sequence
field (checksum field). Upon receipt of a frame, each device strips off the Ethernet header and trailer and
performs a checksum calculation on the packet content. The receiving device compares its checksum result
against the value seen in the checksum field to determine if the packet is corrupt. Most NICs strip off the
Ethernet trailer before handing the frame to the computer/operating system/Wireshark.

exclusion filter — This type of filter either drops frames during the capture process (exclusion capture filter) or
removes the frame from view (exclusion display filter). An example of an exclusion capture filter is not
port 80. An example of an exclusion display filteris !ip.addr==10.2.2.2.

Expert Information — This Wireshark window displays and links to various errors, warnings, notes, and
additional information detected in the trace file. This window also displays packet comments. You can launch
the Expert Information window by clicking on the Expert Information button on the Status Bar.

File Transfer Protocol, see FTP

FIN (Finish) — This bit is set by a TCP host to indicate that it is finished sending data on the connection. Once
both sides of a TCP connection send a packet with the FIN bit set, each side will begin timing out the
connection.

frame — The term used to define a unit of communications that consists of a packet surrounded by a MAC-
layer header and trailer. Wireshark numbers each frame as it is captured or opened (in the case of a saved



trace file). From that point on, however, Wireshark often refers to these frames as “packets” (File | Export
Specified Packets for example).

FTP (File Transfer Protocol) —FTP is an established application to transfer data between devices. FTP runs
over TCP using port 21 as a default for the command channel while allowing a dynamic port number to be
assigned to the data channel. The capture filter for FTP command channel traffic on the default portis port
21. The display filter syntaxis tcp.port==21. Although Wireshark recognizes the filter ftp, this filter will
not display the TCP connection establishment, maintenance or tear down process.

GIMP (GNU Image Manipulation Program) Graphical Toolkit (GTK) — This is the toolkit used to present the
graphical interface — the windows, dialogs, buttons, columns, etc.

heuristic dissector — A heuristic process can be considered “trial and error.” Wireshark hands packets over to
the dissectors that match the port in use (the “normal dissector”). If Wireshark does not have a normal
dissector, it hands the packet off to a heuristic dissector. The heuristic dissector will look at the information
received and, by trial and error, try to see if it fits within the dissector’s definition of a certain protocol or
application. If not, it sends an error to Wireshark which sends the packet to the next heuristic dissector.

hex—Short for hexadecimal, hex refers to the base 16 counting system, in which the digits are 0-9 and A-F. The
Packet Bytes pane displays frame contents in hex format on the left and ASCII format on the right.

hosts file — Wireshark refers to its own hosts file to resolve names when network name resolution is enabled.
This file is located in the Wireshark program file directory. You can place a hosts file in your profile directory
and configure Wireshark’s name resolution process to look at that file when resolving names.

HTTP (Hypertext Transfer Protocol) — This is the file transfer protocol used when you browse a web site.
Typically seen over TCP port 80, you can create a capture filter using tcp port 80 or adisplay filter using
tep.port==80. Although you could use an http display filter, that filter will not display the TCP
connection establishment, maintenance or tear down process packets.

HTTPS (Hypertext Transfer Protocol Secure) — HTTPS is defined as the secure version of HTTP. In essence,
HTTPS is simply HTTP running over SSL/TLS (Secure Socket Layer/ Transport Layer Security), which are
cryptographic protocols. The capture filter for HTTPS trafficis port 443 whereas the display filter is ss1.

Hypertext Transfer Protocol, see HTTP
Hypertext Transfer Protocol Secure, see HITPS

IANA (Internet Assigned Numbers Authority) —Based in Marina del Rey, California, IANA is “responsible for
the global coordination of the DNS Root, IP addressing, and other Internet protocol resources.” For network analysts,
www.iana.org is an invaluable resource for field values, assigned multicast addresses, assigned port numbers,
and more.

ICMP (Internet Control Message Protocol) — This protocol is used as a messaging service on a network. Most
people are familiar with the ICMP-based ping operation. ICMP communications should always be considered
when you are troubleshooting network performance. The capture filter and display filter syntax for ICMP is
just icmp.

Initial Round Trip Time (iRTT) —The amount of time to travel round trip between TCP peers as measured in
the TCP handshake process. This value is used to differentiate between a Fast Retransmission and an Out-of-
Order packet.

Internet Assigned Numbers Authority, see JANA
Internet Control Message Protocol, see ICMP

Internet Protocol (IPv4/v6) —IP is the routed protocol (not the routing protocol) used to get packets through
an internetwork. The capture filter syntax for IPv4 and IPv6 are ip and 1ip6, respectively. The display filter
syntax for IPv4 and IPv6 are ip and ipve, respectively.

Internet Storm Center (ISC) — Created by SANS, the ISC offers daily information on security risks and
vulnerabilities. For more information, visit isc.sans.edu.

IP address — This address identifies a single host, group of hosts, or all hosts on a network. To create a capture
filter based on an IPv4 address, the syntax is host x.x.x.x. The syntax of an IPv4 display filter is
ip.addr==x.x.x.x. To create a capture filter based on an IPv6 address, use host



XXXX : XXXX 1 XXXX : XXXX : XXXX : XXXX : XxxXX : xxxx. For an IPv6 use
1pv6 . addr==xXXX : XXXX : XXXX : XXXX : XXXX : XXXX : XXXX : XXXX.

ISATAP (Intra-Site Automatic Tunnel Addressing Protocol) traffic— ISATAP is a method to encapsulate
IPv6 packets inside IPv4 headers to be forwarded through an IPv4 network.

key hosts —We use the term “key hosts” to refer to the devices that are critical on the network. They may
include the server that maintains the customer database or the CEO’s laptop. You define which host should be
tracked and analyzed as a key host.

libpcap — This is the link-layer driver used for packet capture tools, such as Wireshark. There are numerous
other tools that use libpcap for packet capture. For more information, see sourceforge.net/projects/libpcapy.

link-layer driver — This is the driver that hands frames up to Wireshark. WinPcap, libpcap, and AirPcap are
three link layer drivers used with Wireshark.

logical operators — These operators are used to expand filters to determine if a value is matched in some form
or another. Examples of logical operators are &&, and, ||, or, !, and not.An example of logical
operator useis tcp.analysis.flags && ip.addr==10.2.2.2.

MAC (Media Access Control) address —This address is associated with a network interface card or chipset.
On an Ethernet network, MAC addresses are 6 bytes long. Switches use MAC addresses to differentiate and
identify devices connected to switch ports. They use these addresses to make forwarding decisions. To build a
capture filter based on a MAC address, use the syntax ether host 00:08:15:00:08:15, for example. To
build a display filter based on a MAC address, use eth.addr==00:08:15:00:08:15, for example.

manuf file — This Wireshark file contains a list of manufacturer OUI (Organizational Unit Identifiers) as
defined by the IEEE (Institute of Electrical and Electronics Engineers). These three-byte values are used to
distinguish the maker of a network interface card or chipset. In Wireshark, MAC name resolution is on by
default so you will see these OUI values in the MAC addresses (such as Hewlett-_a7:bf:a3). This manuf file
resides in the Wireshark program file directory.

Maximum Segment Size, see MSS
Media Access Control address, see MAC address

Mergecap — This command-line tool is used to merge or to concatenate trace files. If you have a set of trace
files, but you want to create a single IO Graph of all the communications in those trace files, consider using
Mergecap to combine the files into a single file before opening an IO Graph. To identify the options available
with Mergecap, type mergecap -h.

metadata — This is basically “extra data.” In Wireshark, we see metadata in the Frame section at the top of the
Packet Details pane. Using the .pcapng format, you can also add your own metadata through trace file
annotations and packet annotations.

MSS (Maximum Segment Size) — This value defines how many bytes can follow a TCP header in a packet.
During the TCP handshake, each side of the conversation provides their MSS value. A common MSS value on
an Ethernet network is 1,460.

multicast—This is a type of address that targets a group of hosts. At the MAC layer, most multicast addresses
begin with 01:00:5e while IPv4 multicasts begin with a number 224 through 239 in the first IP address byte
location. An example of an IPv4 multicast is 224.0.0.2, which is targeted at all local routers. IPv6 multicasts
have the preface ff00::/8 (the “8” signifying that the first 8 bits are the bits we are interested in).

name resolution — This feature is used to associate a name with a device, network interface card/chip, or port.
Wireshark supports three types of name resolution: MAC name resolution, transport name resolution, and
network name resolution. MAC name resolution is on by default and resolves the first three bytes of hardware
addresses to a manufacturer name (such as Apple_70:66:5). Transport name resolution is on by default and
resolves port numbers to port names (such as port 80 resolved to http). Network name resolution is off by
default and resolves an IP address to a host name (such as 74.125.19.106 resolving to www.google.com). In
Wireshark, when you enable network name resolution, Wireshark may generate a series of DNS Pointer



queries to obtain host names. Wireshark can be configured to look at a hosts file for network name resolution,
rather than generating DNS Pointer queries. You can even have a separate hosts file for each profile.

NAT (Network Address Translation) —NAT devices alter the IP address of hosts while maintaining a master
list of all the original IP addresses and the new addresses in order to forward traffic back to the correct
address. NAT is often used to hide internal addresses from the outside world or enable an organization to use
simple private IP addresses, such as 10.2.0.1.

NetBIOS (Network Basic Input/Output System) — This is the session-level protocol used by applications,
such as SMB, to communicate among hosts on a network, typically a Microsoft-product network. In
Wireshark, you can apply a display filter for nbss (NetBIOS Session Service) or nbns (NetBIOS Name
Service).

Network Address Translation, see NAT
Network Basic Input/Output System, see NetBIOS

network interface card (NIC)—This card, which is typically just a chipset, offers the physical connection to the
network. NICs now offer greater capability than just applying a MAC header to the packets. Some hosts now
support task offloading, which relies on the NIC for various functions such as segmenting TCP data and
applying IP, UDP, and TCP checksum values. See also Task offload.

Nmap — This network mapping tool was created by Gordon Lyon (Fyodor) to discover and characterize
network hosts. For more information, visit nmap.org.

Packet Bytes pane — This is the bottom pane displayed by default in Wireshark. The Packet Bytes pane shows
the contents of the frame in both hexadecimal and ASCII formats. When you click on a field in the Packet
Details pane, Wireshark highlights those bytes and the related ASCII characters in the Packet Bytes pane. To
toggle this pane between hidden and displayed, select View | Packet Bytes.

packet comments (aka packet annotations) — As of Wireshark 1.8, you can right-click on a packet in the
Packet List pane and choose Add or Edit Packet Comments. This feature is only supported in trace files saved
in the .pcapng format. Packet comments are shown above the Frame section in the Packet Details pane. To view
packet comments, open the Expert Information window and click on the Packet Comments tab. You can
export all trace file and packet comments using Statistics | Capture File Properties | Copy to Clipboard.

Packet Details Pane — This is the middle pane displayed by default in Wireshark. This pane shows the
individual fields and field interpretations offered by Wireshark. When you select a frame in the Packet List
pane, Wireshark displays that frame’s information in the Packet Details pane. To toggle this pane between
hidden and displayed, select View | Packet Details. This is likely a pane you will use very often in Wireshark
because you can right-click on a field and quickly apply a display filter or coloring rule based on that field.

Packet List pane — This is the top pane displayed by default in Wireshark. This pane shows a summary of the
individual frame values. When you select a frame in the Packet List pane, Wireshark displays that frame’s
information in the Packet Details pane. To toggle this pane between hidden and displayed, select View |
Packet List. This is likely a pane you will use very often in Wireshark as you can right-click on a frame and
quickly apply a conversation filter or reassemble communications using Follow | TCP stream, Follow | UDP
stream, or Follow SSL stream.

packet—This is the term used to describe the elements inside a MAC frame. Once you strip off the frame, you
are looking at a packet. We use this term loosely in analysis. Although Wireshark displays frames, we often
refer to them as “packets”.

.pcap (Packet Capture) — This trace file format is the default format for earlier versions of Wireshark (before
Wireshark 1.8). This format is also referred to as the tcpdump or libpcap trace file format.

.pcapng, also .pcap-ng (.pcap Next Generation) — This trace file format is the successor to the .pcap format.
This new format facilitates saving metadata, such as packet and trace file comments, local interface details,
and local IP address, with a trace file. For more information about the .pcapng format, see
wiki.wireshark.org/Development/PcapNg.

PCRE (Perl-Compatible Regular Expressions) —Regular expressions is a search-pattern language used to
match strings of characters, numbers, or symbols. “Perl-Compatible” defines the flavor of regular expressions
that Wireshark supports. See also Regular expressions (regex).

Perl-Compatible Regular Expressions, see PCRE



Per-Packet Interface, see PPI
Pilot, see SteelCentral™ Packet Analyzer

port spanning — This process is used to configure a switch to copy the traffic to and from one or more switch
ports down the port to which Wireshark is connected. Not all switches support this capability. Some people
refer to this as port mirroring. Note that port spanned switches will not forward corrupt packets to Wireshark.
See also Tap.

PPI (Per-Packet Interface) — PPl is an 802.11 header specification that provides out-of-band information in a
pseudoheader that is prepended to the 802.11 header. Used by AirPcap adapters, the PPI pseudoheader
includes channel-frequency information, signal power, noise level, and more.

preferences file — This file contains the protocol preference settings, name resolution settings, column settings,
and more. Each profile has its own preferences file, which is contained in the personal configurations folder.

Prepare a Filter — This task can be performed by right-clicking on a packet in the Packet List pane. Prepare a
Filter creates, but does not apply, a display filter based on the selected element. See also Apply as Filter.

profiles — Profiles contain the customized configurations for Wireshark. There is a single profile available on a
new Wireshark system — the Default profile. The current profile in use is displayed in the right side of the
Status Bar. To switch between profiles, click on the Profile area in the Status Bar. To create a new profile, right-
click on the Profile area.

Protocol Data Unit (PDU)—This is a set of data transferred between hosts. In Wireshark, you will see [TCP
segment of a reassembled PDU] when you allow the TCP subdissector to reassemble TCP streams. In essence,
these packets contain segments of a file that is being transferred.

Protocol Hierarchy window — This window breaks down the traffic according to the protocols in use and
provides details regarding packet percentages and byte percentages. This window is available under the
Statistics menu option. Watch for unusual protocols or applications or the dreaded “data” under TCP, UDP, or
IP. This designation means that Wireshark does not recognize the traffic, which is unusual considering the
number of dissectors included in Wireshark.

protocol preferences — These preferences define how Wireshark handles various protocols and applications.
Protocol preferences are set by right-clicking on a protocol in the Packet Details pane, by selecting Edit |
Preferences from the menu or by clicking the Edit Preferences button on the main toolbar.

QoS (Quality of Service) —This term refers to a method of prioritizing traffic as it travels through a network.
QoS settings can be defined on interconnecting devices (forward web browsing traffic before email traffic, for
example) or by an application. When defined by an application, the DSCP bits can be set to prioritize the
traffic over other traffic. See also DSCP.

Quality of Service, see QoS

Regular Expressions (regex) —Regex is a search-pattern language used to match strings of characters,
numbers, or symbols. Wireshark uses Perl-Compatible Regular Expressions (PCRE) when you use the
matches operator in display filters. For more information on regular expressions, see www.reqular-
expressions.info. See also PCRE.

relative start (Rel.Start) — This value is shown in the Conversations window and indicates the first time this
conversation was seen in the trace file. You may need to expand the Conversations window to see this column.
The time is based on seconds since the first packet in the trace file.

remote capture — This term describes the process of capturing traffic at one location and analyzing it at
another location. WinPcap includes a remote capture tool (rpcapd.exe) that Wireshark can access through the
Capture Options window (Manage Interfaces).

RST (Reset) —This bit is set by a host to terminate a TCP connection. Once this bit has been set in an outbound
packet, the sender cannot send any further data on that connection. In a typical TCP connection termination
process, each side of the connection sends a packet with the RST bit set and the connection is immediately
closed.

Server Message Block, see SMB



services file —This file contains a list of port numbers and service names. All TCP/IP hosts have a services file

and Wireshark has its own services file as well. This file resides in the Wireshark program file directory. When
transport name resolution is enabled, Wireshark replaces port numbers with service names. For example, port
80 would be replaced with “http.” You can edit this file if you do not like the service names displayed.

Simple Network Management Protocol, see SNMP

SMB (Server Message Block) — Also referred to as Common Internet File System (CIFS), SMB is an application
layer protocol used to provide network access, file transfer, printing, and other functions on a Microsoft-based
network.

SNMP (Simple Network Management Protocol) — This device management protocol requires that a managed
device maintain a database of managed items. Managing hosts view and/or edit that database. You may see
SNMP traffic flowing between network hosts and network printers, which often have SNMP enabled to track
information such as ink levels, paper levels, and more. To filter on SNMP traffic use the capture filter port
161 or port 162 or the display filter snmp.

Snort—Snort is a Network Intrusion Detection System (NIDS) that was created in 1998 by Martin Roesch and
is currently maintained by Sourcefire. Snort relies on a set of rules to identify and generate alerts on network
scans and attack traffic. For more information, see snort.org.

SteelCentral™ Packet Analyzer —The traffic visualization tool created by Loris Degioanni and available from
Riverbed. SteelCentral™ Packet Analyzer can open, analyze, and visually represent very large trace files with
ease. In addition, SteelCentral™ Packet Analyzer can build reports based on the charts and graphs, and export
key traffic elements to Wireshark for further analysis. For more information on SteelCentral™ Packet
Analyzer, visit www.riverbed.com.

Stream index number — This number is applied to each TCP conversation seen in the trace file. The first
stream index number is set at 0. When you right-click on a TCP communication in the Packet List pane and
choose Follow | TCP stream, Wireshark applies a display filter based on this Stream Index field number (for
example, tcp.stream==3.

stream reassembly — This is the process of reassembling everything after the transport-layer header (TCP or
UDP) enabling you to clearly read through the requests and replies in a conversation. Communications from
the first host seen are colored red; communications from the second host seen are colored blue.

subdissector — This is a dissector that is called by another dissector. You will see this term when you view TCP
preferences (Allow subdissector to reassemble TCP streams). In the case of web browsing traffic, the HTTP
dissector is a subdissector of the TCP dissector.

subnet — This term defines a subset of a network and is applied by lengthening network masks. For example,
if you want to create two subnets out of a single network, network 10.2.0.0/16 for example, lengthen the
subnet to /24 (24-bits) and assign 10.2.1.0/24 to some hosts and 10.2.2.0/24 to other hosts. The network mask
indicates that we have two networks now.

SYN (Synchronize Sequence Numbers) — This bit is set in the first two packets of the TCP handshake to
synchronize the initial sequence numbers (ISNs) from each TCP peer. You can use a display filter based on this
bit to view the first two packets of each handshake (tcp. £lags. syn==1) which can be used to determine the
round trip time between hosts.

TAP, aka tap (Test Access Port) — These devices are used to intercept network communications and copy the
traffic down a monitor port. Basic taps do not make any forwarding decisions on traffic and offer a transparent
view of network communications. NetOptics is a company that makes network taps (see www.netoptics.com).
See also port spanning.

task offload — This process offloads numerous processes to the network interface card to free up the host’s
CPU for other tasks. Task offload can affect your analysis session when checksums are calculated by the
network interface card on a host upon which you are running Wireshark. Since checksum values haven’t been
calculated yet, they are incorrect at the point of capture. If you enable IP, UDP, or TCP checksum validation, or
you have the Checksum Errors coloring rule enabled, you may see numerous false positives caused by task
offload of the checksum calculation.

TCP/IP (Transmission Control Protocol/Internet Protocol) — This term refers to an entire suite of protocols
and applications that provide connectivity among worldwide computer systems. The term “TCP/IP” refers to
more than TCP and IP, it refers to UDP, ICMP, ARP, and more.



Teredo IPv6 traffic — Teredo is a tunneling method that encapsulates an IPv6 header inside a UDP packet.
This technology was developed to assist with crossing Network Address Translation (NAT). Teredo is covered
in RFC 4380, Teredo: Tunneling 1Pv6 over UDP through Network Address Translations (NATs).

TFTP (Trivial File Transfer Protocol) — This file transfer protocol runs over UDP offering minimal file transfer
functionality. Most commonly, TFTP uses port 69, but you must keep in mind that many applications can be
configured to run over non-standard port. Unexpected TFTP traffic can be a symptom of a security breach on
your network.

Time to Live, see TTL
Trivial File Transfer Protocol, see TFTP

trace file —This general term refers to all files that contain network traffic, regardless of the format of the file.
Wireshark currently uses the .pcapng trace file format, but it can understand most other common trace file
formats. Trace files generally include a file header (which contains information about the entire trace file,
including the indication of the trace file format in use) and packet headers that include metadata (such as
comments) about individual packets.

Transport Layer Security, see TLS

TLS (Transport Layer Security) — TLS is a cryptographic protocol based on Secure Socket Layer (SSL). When
analyzing TLS traffic, you can look at the initial TLS handshake packets to identify connection establishment
problems. To decrypt this traffic, you must have the appropriate decryption key. TLS preferences are
configured under the SSL preference area in Wireshark. To capture TLS/SSL-based traffic, use a port-based
capture filter, such as port 443. The display filter syntax for TLS/SSL-based traffic is SSL.

Tshark — This command-line tool can be used to capture, display, and obtain basic statistics on live traffic or
saved trace files. Tshark relies on Dumpcap to actually capture the traffic. By far the most feature-rich version
of the command-line capture tools, you can type tshark -h to find the list of available Tshark parameters.

TTL (Time to Live) — This IP header field is decremented by each router as it is forwarded along a network
path. If a packet arrives at a router with a TTL value of 1, it cannot be forwarded because you cannot
decrement the TTL to zero and forward the packet. The packet will be discarded.

UDP (User Datagram Protocol) — This connectionless transport protocol is used by many basic network
communications, including all broadcasts, all multicasts, DHCP, DNS requests, and more. The capture filter
and display filter syntax to capture UDP is udp.

Uniform Resource Indicator, see URI

URI (Uniform Resource Indicator) — This term defines the actual element being requested in an HTTP
communication. For example, when you analyze a web browsing session, you might see a request for the “/”
URL This “/” is a request for the default page (index.html, for example). To build a display filter to show any
packets that contain a URI, use http.request.uri.

User Datagram Protocol, see UDP

WinPcap (Windows Packet Capture) — This Windows-specific link-layer driver is used by Wireshark to
capture traffic on a wired network. Originally created by Loris Degioanni. WinPcap is the industry leading
utility for various network tools. For more information, see www.winpcap.org.

Wiretap Library — This library gives you the raw packet data from trace files. Wireshark’s Wiretap Library
understands many different trace file formats and can be seen when you select File | Open and click the drop-
down arrow next to Files of Type.

WLAN (Wireless Local Area Network) — This term describes networks that rely on RF (radio frequency)
media to communicate between hosts. Wireshark contains dissectors for various WLAN traffic elements. The
AirPcap adapter is a great adapter for capturing WLAN traffic.



Want to learn more?

Register for the All Access Pass (AAP) Online
Training

Register Online Log in at https://www.lcuportal2.com.

Enroll in Classes View available course information (including credit hours) and register for your online
courses. You can enter a course immediately after registering.

My Classes View the list of courses for which you are registered and your status (completed or in
progress).

My Transcript Print or email your training transcript (in progress and completed courses) including

course CPE credits and completion dates.

AAP Special Events Register for live AAP events or access AAP event handouts from past or upcoming
events.

SAMPLE COURSE LIST

- Core 1-Wireshark Functions & TCP/IP

- Core 2-Troubleshoot/Secure Networks with Wireshark
- Combo Core 1 and 2 Update

- Wireshark Jumpstart 101

- Hacked Hosts

- Analyze and Improve Throughput

- Top 10 Reasons Your Network is Slow

- TCP Analysis In-Depth

- DHCP/ARP Analysis

- Nmap Network Scanning 101

- WLAN Analysis 101

- Wireshark 201 Filtering

- New Wireshark Features

- ICMP Analysis

- Analyzing Google Secure Search

- Slow Networks - NOPs/SACK

- TCP Vulnerabilities (MS09-048)

- Packet Crafting to Test Firewalls

- Capturing Packets (Security Focus)

- Troubleshooting with Coloring

- Tshark Command-Line Capture

- AAP Event: Analyzing the Window Zero Condition

- Trace File Analysis - Set 1 %
- Trace File Analysis - Set 2 p -
- Trace File Analysis - Set 3

- Whiteboard Lecture Series 1

- Translate Snort Rules to Wireshark

- ...and more

We also offer customized onsite and online training. Visit www.chappellU.com for sample course outlines and
more information. Contact us at info@chappellU.com if you have questions regarding your All Access Pass
membership.
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