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will argue that a computer that isn’t networked isn't really a computer at all. It may be

hyperbole to suggest that “The network IS the computer” as Sun did some years ago, but
every important computer technology has incorporated some method for sending and receiving
data to and from other computers. If you go as far back as you care to, the very first commercial
computers were built to amortize their costs by allowing users to time share. Computer reservation
systems such as SABRE linked to terminals worldwide, and when the personal computer became
nearly as cheap as a dumb terminal, those PCs became the distributed nodes.

N etworking is a vast subject that touches all aspects of computer technology. Indeed, some

The rise of the personal computer in the early 1980s and 1990s helped to spawn networking tech-
nologies that made connectivity easier to achieve, cheaper, and most importantly more standard-
ized. A whole host of different proprietary networking technologies have given way to the
networking technologies of the Internet, TCP/IP networking. Although this book discusses some of
the older technologies, the focus of this book is on the current state of computer networking and,
therefore, much of the book explains internetworking standards based on TCP/IP. In ultrafast,
high-bandwidth, and highly reliable networks, other technologies are used.

A number of these alternative technologies are presented in the context of the different capabilities
that they provide. So while you will learn about local area networks of various types, a number of
chapters in this book describe important technologies in the field of wide area networks, fiber
optics, storage area networks, grid and cloud computing, and other advanced technologies.
Sprinkled in the book are descriptions of new products such as the X0-1 laptop created by the One
Laptop Per Child organization, SETI @ Home grid system, SONET networking, optical solitons,
and many other things that you may not have heard about but that make the experience of reading
this book I hope richer for you.

This book was written to be a general networking book and not to favor one computer platform
over another. By nature I'm not a computer platform zealot. My first computer was a Macintosh,
and over the years I've switched to Windows systems. Recently I've been working on a Ubuntu sys-
tem, and at various times I've worked on different Linux as well as Solaris systems. I work on a
small network, but over the years I've worked on both large and small, homo- and heterogeneous
networks. Each network operating system has its plusses and minuses, but I've found that it is rare
that I couldn’t perform some essential function on all of these operating systems.

This book presents examples of networking technology using a number of different platforms.
Unfortunately (from my way of thinking) there are more examples drawn from Windows that I
would have liked. Please take this as being largely the result of the time I had and the convenience
these examples offered, more than a statement of their being particularly special.



Introduction

I've tried to walk the fine line between being theoretical enough to give you a solid foundation in
computer networking, while being practical enough for you to find and use new technologies and
products in your everyday work. There is a considerable amount of product information in this book,
and I've tried very hard to make this information both accurate and up to date. Unfortunately, prod-
uct information ages faster than any one of use would like, and many times in the course of writing
this book, I've encountered products and companies I've known that are no longer with us. Many of
these products were associated with people I've either met, known, or had some acquaintance with,
so the passing of these products forces me to reminisce about times gone by.

This book is organized into seven parts:

Part 1. The first part of this book presents general theory and networking principles. I've
presented much of the material in the context of different networking models that have
been widely used in the industry.

Part 2. The second part of this book looks at various network hardware components,
which includes systems, network interfaces, various physical media, and methods for cre-
ating and maintaining circuits with particular emphasis on routing.

Part 3. The third part of this book focuses on different network types, small and home
networks, peer to peer technology, LANs and WANS, storage networks (SANs), as well as
various high speed and high performance networks.

Part 4. The fourth part of this book describes the various parts of the TCP/IP networking
suite. This includes not only how TCP/IP is used, but details on addressing, name resolu-
tion, and other features that both bedevil and occupy modern network administrators.

Part 5. The fifth part of this book describes different applications and services that run on
computer networks. Various network operating systems are discussed from a general prin-
ciples viewpoint, and network services such as directory services, file services, mail,
streaming media, and voice over IP round out this part of the book.

Part 6. The three chapters in Part 6 focus on computer network security. In these chap-
ters, you learn about: security protocols and services; firewalls, gateways, proxy servers,
and other isolation technologies: and virtual private networks.

Part 7. In the final part of this book, different network management and diagnostic tech-
nologies are discussed. This includes classes of network management applications, some
of which are large management frameworks that you might be unfamiliar with. Two chap-
ters on network diagnostics and remote access technologies round out this book.

I hope that you enjoy reading this book as much as I have enjoyed writing it.

Barrie Sosinsky

Medfield, Massachusetts

March 18, 2009
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Networking
Introduction

computer network is a connection or set of connections made
Abetween two or more computers for the purpose of exchanging data.

Networks are built from a variety of building blocks: computers,
switches, cables, and so forth. In order to classify networks into different
types, you need to consider factors such as the number of elements, distribu-
tion of objects, and connection methods. In this chapter, different types of
networks are described, as well as how the different network types impact
their design.

The smallest network is a direct attachment between two computers with a
cable. Peer-to-peer systems are used in computer workgroups where there
are a small number of systems that don’t require a central service. Some
computer buses are configurable and thus are considered small networks.
These are called personal LANs, or pLANSs, and Bluetooth is an example of
this type of network. USB is not configurable and is therefore not a network.

A network that spans an office, floor, or building is called a local area net-
work, or LAN. LANs can support multiple protocols, and connect different
types of clients. A LAN that is separated by a bridging element would be
considered a separate LAN. When the bridge separates multiple LANs that
are geographically dispersed, it is considered a wide area network, or WAN.

You can analyze and categorize network topologies in terms of graph theory.
Networks can be formed in a variety of ways that involve forming lines or
chains, stars or hubs, rings, or mesh topologies. Different topologies offer
different capabilities and have different requirements. The processes of map-
ping a network’s topology can be done for physical or logical network ele-
ments, or based on how signals propagate through the network.

CHAPTER

IN THIS CHAPTER

Network and transmission
types

Topologies

PLANs, LANs, MANs, CANs,
and WANs
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Defining Computer Networking

To be considered a network, a collection of elements needs to have the following: connection soft-
ware, systems, and network elements (such as switches, physical transmission media, and an
addressing system). Any computer network has the following essential components:

® The connected systems

e Connection software

® Networking hardware

® Physical transmission media

® An addressing system for each of the aforementioned components

This definition is sufficiently broad to allow us to discuss not only systems composed of comput-
ers, but also cell phones and other aspects of telephony, storage devices, Wi-Fi, streaming, broad-
band connections, and a wide range of disparate systems that you are likely to want to network
together in some way.

Connection software is ubiquitous in all systems that must be networked together. You will find
network software inside your computers’ operating systems, inside your networking hardware
(routers or firewalls), in custom ASICs (Application Specific Integrated Circuit) or flash memory in
network cards or hubs, and even inside the physical transmission medium if the medium is intelli-
gently switched or amplified.

The physical transmission medium refers to any medium that can transmit an electromagnetic sig-
nal. A signal is a time varying pattern in signal amplitude, voltage, or frequency that represents
information in the form of data that can be propagated some distance and recognized by a receiver.
Signals can be continuously variable (analog), or they can be discrete and limited to specific states
(digital). Although analog computers exist, in nearly all circumstances the systems in use are digi-
tal, and more specifically binary. Binary systems transmit information in one of two states: ON or
OFF, 1 or 0, YES or NO, or voltage 1 or voltage 2. Digital computers use binary signals and
Boolean logic because signaling is relatively simple and fast, and because binary signals can be
made to represent any character or solve nearly any mathematical equation.

The transmission of binary signals for the data stream between two systems in a network means
not only that the physical media can be wires and cables, but also that any part of the electromag-
netic spectrum can theoretically be used to transmit data. When you open a browser on a cell
phone, you are connecting to a network with a radio frequency connection. When a cellular net-
work wants to transmit data across a long distance, it does so by using microwave transmitters.
The 802.11 Wi-Fi standards are radio frequency transmissions. You can get interference from a
900 MHz wireless telephone that overlaps with the 802.11b standard, or from a microwave oven
that operates at 2.4 GHz and interferes with the 802.11g Wi-Fi standard. Most of the networks
described in this book use fixed wires to connect computer systems. However, radio frequency
connections have no physical transmission medium.
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Cross-Ref

Radio frequency connections are covered in Chapters 5, 8, and 14.

Any operations where data isn’t transmitted automatically aren’t part of our network definition. For
example, if you copy data on one computer to a USB key and walk that USB key over to another
computer, that wouldn’t be considered a computer network. The term we use to describe manual
data transfer is sneakernet; this is not a network because it doesn’t conform to the principle that
networks allow data to be sent to a system based on an address or identification scheme — the
data in the USB key isn’t being sent to any address.

It’s best not to be too doctrinaire when using the addressing requirement, however. Broadcast
communications would be considered network communications, although there is no specific
address to a receiving system. Any system that fits the definition of a receiver can accept broadcast
communications. Indeed, broadcast communications are essential in most network technologies.
Systems send out broadcasts to indicate that they are available to perform a service, or that they
exist and can service a request. Broadcast communications are used to identify a system or to
browse the network. Implicit in the definition of a broadcast is that any system that conforms to
the requirement meets one of the following conditions:

® Tt is on the same network, or runs the same identification protocol, such as Windows
NetBEUI or WINS; or

® It has the software installed to accept and manage a data stream and can participate in
broadcast communications.

In this book, I define a computer network as simply a connection or set of connections made
between two or more computers for the purpose of exchanging data. Using this as a guiding princi-
ple, I cover the most common problems encountered by network administrators in business net-
works; by average users connecting to various important services (such as e-mail); or by people who
require fundamental networking skills to manage the collection of devices that are typically found in
a connected household. This book teaches you the basic principles of computer networking, which
can help you solve some of the problems you might encounter in your daily work or play.

Network Type Overview

Networks are categorized by distribution, size, and architecture. A network can be as simple as a
single serial, parallel, or USB cable joining two computers in a peer-to-peer relationship. When you
connect a cable between two computers for the purpose of moving your installed software, you are
creating a peer-to-peer network. These relationships can be ad hoc, meaning that the network is
configured as needed when it is needed. Most people wouldn’t consider two systems connected in
this manner to be a network. However, if you had several systems joined in a workgroup and con-
nected though a hub, then this would fit the definition of a peer-to-peer network. A workgroup is a
collection of computers that do not share a common security database, and where network services
can be provided by any member of the workgroup as required.
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The smallest networks from a distribution standpoint are personal area networks, which have come
to be called pLANS (alternatively abbreviated as PANs). A pLAN is usually applied to a set of periph-
eral devices that connect to a single computer system. Bluetooth is a good example of a pLAN.
Bluetooth devices are radio frequency connections that use frequency hopping spread spectrum tech-
nology (the communication channel constantly changes) that segments the data stream and transmits
it over 75 different frequencies with approximately a 30-foot (10-meter) range. Although this kind of
network is small in size, pLANs can be quite sophisticated in terms of their technology. Bluetooth has
the ability to self-configure, be secured, and advertise each device’s available abilities and services.
Some phones, headsets, mice, keyboards, printers, GPS devices, game consoles, and PDAs use
Bluetooth technology and are common examples of Bluetooth devices.

Bluetooth certainly fits this book’s definition of a network because it has all of the necessary com-
ponents of a network. Bluetooth is discussed in this book because it is something that you have to
configure. On the other hand, Universal Serial Bus (USB) can connect up to 127 devices per host
controller, but it is self-configuring and is therefore considered a computer bus. All of the afore-
mentioned Bluetooth devices can be connected to a computer using a USB connection. So while
they are devices on a Bluetooth pLAN, they are more correctly described as peripheral devices.
While USB is very capable of transferring data, it is only described as needed in this book.

Cross-Ref

For more on USB, see Chapter 11.

A large portion of this book is dedicated to the subject of local area networks, or LANs. The term
local is subjective. A LAN is a connected set of systems that spans a single room, floor, or building,
and can be as small as a couple of systems connected through a hub. LANSs are differentiated by
their addressing scheme, as well as by the set of rules or protocols that they use to communicate.
Therefore, an AppleTalk and a Netware network are considered to be separate LANS.
Heterogeneous networks are common, and so you may find that a LAN has a Windows network
with a domain server that contains Macintosh clients and Netware servers. Those Macintosh and
Netware systems can still participate on an AppleTalk or Netware network, but the software and
addressing used are separate for each particular LAN.

A LAN ceases to be a LAN when the addressing changes in some meaningful way, or when there is
a bridging function that links two or more networks. For example, if you had a network of com-
puters and chose to give one group of computers one set of related addresses and another group of
computers a different set of addresses, then that arrangement would still be considered a LAN. You
can do this with Internet Protocol (IP) networking by using a different IP range (192.168.1.x ver-
sus 192.168.3.x), or by defining a part of any range as two or more subnets (192.168.1 through
192.168.1.99 and 192.168.1.100 through 192.168.1.199). In either case, this would still be con-
sidered a LAN. If you put a couple of routers or bridges, which are intelligent switches, in between
the two network types, you would now have a set of distinct networks. The case is even more com-
pelling when the connection between the two switches is long or when there are additional
switches in between the two that provide entry to the different networks.
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A variety of terms are used to describe long-distance networks or multinetwork scenarios. The
most common term is the wide area network, or WAN, which is applied to any network of net-
works. The Internet is the most common example of a WAN, and the term internetworking is occa-
sionally used to describe this scenario. Other terms in use are campus area networks, or CANs
(uncommon), and metropolitan area networks, or MANs. CANs span a set of buildings, while
MANS span a city.

Large, geographically dispersed networks typically use a high-capacity interconnect such as fiber
optic cable with signal repeaters to span the distance. A high-capacity line is referred to as a back-
bone. For example, if a bank on Wall Street in New York City were to back up or mirror their data
over a fiber optic line under the Hudson River to a data center in New Jersey, then that would be
considered a MAN.

Transmission Types

Networks use two different types of data transmission: Point-to-point communication and broad-
cast communication.

Point-to-point communication

Point-to-point network communication creates named connections between two systems in the
network: the sending and receiving systems. In point-to-point communication, there may be one
or more intermediate systems that process the data stream along its intended route. Many point-to-
point networks have redundant paths through the network, often of differing length. Therefore,
the role of routers in a point-to-point network is a key factor in determining network performance.

Various technologies are applied in point-to-point networks to ensure that the connection is made
correctly, particularly when the connection spans multiple subnets, as it would in a WAN, as
shown in Figure 1.1. The WAN in Figure 1.1 has three subnets — a ring network, a bus, and a
wireless LAN. One technique of data transfer, called store-and-forward, takes an incoming packet
sent by one router, and at a second router stores those packets until the desired point-to-point
connection or connections become available. Once the connection is free, the packet is sent onto
its destination. This mechanism is sometimes referred to as packet switching. A packet-switched net-
work composed of small, equally sized packets referred to as cells is important in the area of wire-
less telephony, and is the basis for the cellular networks in common use today.

Broadcast communication

Broadcast communication networks take a message from the sending system and then transmit that
message to all systems on the network. A satellite network is an example of a broadcast network.
When a broadcast network is configured to send a message from one system to a subset of the avail-
able nodes (communication endpoints), that process is called multicasting. Multicasting is common
for systems that stream media, as the same data stream can be targeted to multiple systems.
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FIGURE 1.1

A packet-switched WAN
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Broadcast packets contain addressing that specifies which system is to be the receiving system or
systems. The receiving system can be a single computer or multiple systems, but every node on a
broadcast network gets to examine the packet. When the broadcast packet arrives at a node on the
network, the address is examined and if the address matches, it is processed. When the address
doesn’t match, the system ignores the packet.

Tip
As a general rule, the larger a network is in terms of geographical distribution, the more likely it is to be a
point-to-point network. A smaller network can more efficiently utilize broadcast technologies.

Topologies

Another classification for computer networks is the topology that they use. A topology is the distribu-
tion or arrangement of network elements, usually both devices as well as connections. Because any-
thing that can get an address is considered a network element, you can define a logical or virtual
network element in software, and these two must be accommodated in any topological description.
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A network may be described in terms of a physical topology, which describes the relationship
between devices or elements; a logical topology, which describes a relationship or hierarchy
between entities on the network; or a hybrid topology, which is a combination of the two into a
single topological design. In very rare circumstances, a network may be described in terms of a sig-
nal topology. A logical topology might be mapped to indicate how the nodes of a network are
arranged and communicate with each other. Physical topology would define the network in terms
of the physical connections and the physical structure of the network. A signal topology might be
constructed to show how specific types of signals move about the network. The physical and logi-
cal topologies may be identical, but they often are entirely different.

The mathematical study of linked systems is part of graph theory, and this discipline can make
predictions as to the number of nodes required for different topologies, the number of links or fan-
outs, and so forth. The specific topology used by any network can be the same, regardless of the
speed of the network, the protocols used to communicate, the network node, or the connection
types. Topology only refers to the relative arrangement of the elements.

Physical topologies
A physical topology describes the arrangement of devices used to implement the network.

Topological devices can be either nodes or endpoints, or they can be connections or links. A physi-
cal topology can take many forms:

® Buses. Where nodes attach to a linear trunk line

® Stars. Where multiple nodes connect through a single node to one another
® Rings. Where nodes are connected to a cyclical trunk line

® Meshes. Where nodes are connected to other nodes directly (a web)

® Trees. Where the nodes in a network radiate outward like the branches of a tree
Many networks are combinations of these types.

It is possible to calculate the required number of connections that a theoretical mesh network would
have when each node is connected to every other node. With a single-link, a permanent point-to-
point mesh topology between nodes is both the simplest arrangement that exists and the most
impractical. To service n endpoints would require 2(n + 1) connections, which for any large network
would require an unsupportable infrastructure of permanent connections. Most point-to-point net-
works, like the telephone networks, are switched, eliminating the need to have point-to-point con-
nections between every node. Switching can be done either in hardware through circuit switching or
by altering the addressing within the data stream, which is referred to as packet switching.

Robert Metcalfe, who was one of the main developers of Ethernet technology, described the value
of switched networks in terms of the number of users. Metcalfe’s law states that the value of a tele-
communication network is proportional to the square of the number of users in the network. The
number of unique connections N in a point-to-point system is equal to

N = n(n-1)/2



Part I: Network Basics

where n is the number of nodes. As the number of nodes grows, it becomes asymptotically propor-
tional to the curve for n2. An asymptote is an equation that approaches some function or value as
one of its variables gets larger. In the example above when n becomes large the equation (n2-n)/2
would be dominated by n2 and that curve would be 1/2 the size of n2.

Bus systems

A bus is a common transmission medium that connects to two or more network nodes called end-
points. An endpoint is equivalent to a node, and on a network it has the fundamental property that
it is addressable; that is, it is assigned an address. A computer NIC can be a node or endpoint and
so can a router. From a fundamental perspective, a port on a switch or router can also be an end-
point or node.

A backbone or trunk line is an example of a linear bus (see Figure 1.2) because all data travels
from one endpoint to another over the bus line. In Figure 1.2 the bus is defined as the collection of
connections or links, and each circle is a network node or endpoint. Data traveling from one node
on a bus to another starts off by traveling down the bus to the next node, where it announces its
intended recipient. If that node isn’t the recipient, then the signal continues down the bus until the
intended recipient is reached. This behavior introduces a propagation delay, but in modern net-
works, these delays are small.

A linear bus system
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All endpoints in a bus system (see Figure 1.2) require that they be logically differentiated from one
another, and come with devices that perform this function, which are called terminators. Termination
takes the signal and absorbs it so that it prevents data from continuing on down the bus. Termination
is designed to match the impedance of the transmission line and is often a simple resistor. Some ter-
minators are active devices that have an electrical circuit that eliminates the signal reflection.

A linear bus system that uses a backbone or trunk transmission line is an efficient technology, but
is not very flexible. By flexible I mean that it’s difficult to adapt a linear bus system to changes in
the number of hosts, locations of hosts, and other changes that might take place. To improve the
adaptability of a bus network, it is common to use a distributed bus technology. A distributed bus
adds more branches to the transmission line so that it connects additional nodes. In nearly all
respects, a distributed bus is similar in function to a linear bus. Nodes still require termination. A
distributed bus is often confused with a tree topology, which is the kind of topology that a file sys-
tem uses. However, in a distributed bus, there is no central node that connects to all the other
nodes, and there is no hierarchy defined. Figure 1.3 shows a distributed bus structure.
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FIGURE 1.3

A distributed bus structure
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Star networks

The star network is a very common network topology. In a star network, point-to-point connec-
tions radiate out from a central node, in an arrangement that is also called a hub and spoke, as
shown in Figure 1.4. In a star network, all data traveling over the network must flow through the
central node. The simplest star network is constructed using a single connection point such as a
punch down block, or it can be an active connection that retransmits data, performing error cor-
rection first and then signal amplification. A punch down block, or more simply a punch block, is
an electrical connection matrix with open ends on both sides that allow you to connect wires
together by punching the wire into the holes in the matrix.

QOO0
QOO0
QOO0

Star networks can be constructed so that the hub connects two or more star networks together, as is
the case for both extended star and distributed star topologies. An extended star uses one or more
repeaters in-line to extend the distance that the signal can be propagated from the hub to a spoke.
When you replace a repeater in an extended star with a switch, you create a hybrid topology that is
sometimes called a physical star topology. Figures 1.5 and 1.6 show examples of an extended star
and a distributed star topology, respectively.

A star or hub-and-spoke network

11



Part I: Network Basics

FIGURE 1.5

An extended star topology

A distributed star topology
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A distributed star topology connects multiple star networks with a daisy chain in a linear fashion.
The distributed star has no hierarchy and no central or primary connection from which a set of
stacked hubs emerge. All of the star networks in a distributed star network are peers.

When star networks use a broadcast, they are referred to as broadcast multi-access networks, and
the signal is sent to all of the spokes on the network. Some star networks use addressing to send
signals from one node to another through the hub, and they are called non-broadcast multi-access
(NBMA) networks.

Rings

A ring network, shown in Figure 1.7, is a closed loop topology where each node in the network is
both the beginning and endpoint of any data transmission. In a ring network, data travels in one
direction around the ring from node to node until the receiving system accepts the data. The rea-
son that data travels in one direction is to prevent signal contention and interference. Such interfer-
ence leads to signaling errors. A dual ring topology provides the potential to transmit traffic in two
directions (one on each ring), or to use the second ring as either a control circuit or a failover cir-
cuit for improved fault tolerance. A failover is the process that replaces a faulty component with
another component.

FIGURE 1.7

A ring network

The most famous examples of a ring topology are token ring (IBM), ARCNET, token bus, and fiber
distributed data interface (FDDI) networks. In a token ring, an identifier called a token is passed
around the ring’s nodes in sequence until the correct node has the token. The node with the token
is the system that can actively work with the data that is circulating on the ring. Token ring net-
works are wired using a star or hub-and-spoke system, but each spoke has two connections to the
hub that creates the ring. In an 802.5 Token Ring network, the central node or hub is referred to
as a multistation access unit.

13
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Mesh networks

A mesh network is one in which each node in the network can be connected through a point-to-
point connection to another node, as shown in Figure 1.8. In this regard, mesh networks are an
extension of the bus system described earlier. Mesh networks are described by Reed’s law as having
a value that is proportional to the exponent of the number of nodes,

2n-n-1

where n is the number of nodes. As a consequence, mesh networks exhibit what is called high fan-
out. Their value grows exponentially greater than either the number of nodes, n, or the number of
pair connections, n(n-1)/2, which was derived as Metcalfe’s law.

FIGURE 1.8

A partially connected mesh network

A mesh network can be either partially connected (as shown in Figure 1.8) or fully connected (as
shown in Figure 1.9), depending on whether each node in the network is connected to each other
node with a point-to-point link. You almost never find a fully connected mesh network except in
small networking, because the number of links required to complete a mesh network tends to
make them too costly to construct. In a partially connected mesh network, some nodes, and often
most nodes, are connected to more than one node with a point-to-point link. The lack of unique
connections introduces some latency into mesh networks, but this is something that can be man-
aged through the use of intelligent routing, so that when the direct path isn’t available, another
route is chosen. An example of a partially connected mesh network is the Internet.
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FIGURE 1.9

A fully connected mesh network

Trees or hierarchical networks

A tree network starts out with a highest level or root level, where a single node is connected to
nodes in a second level of the hierarchy. Second-level nodes each connect to one or more nodes in
the third level, and each level fans out further. There must be at least three levels in a hierarchy, as
two levels define a star topology.

The number of connections in a tree topology may be calculated using the formula

where L is the number of point-to-point links and n is the number of nodes.

The number of nodes attached to a parent is referred to as the fan-out or branching factor. Some
networks impose symmetric branching, and if so, the branching factor (f) must be 2 or more, as a
factor of 1 only defines a linear topology. Although this is called a tree network, its shape is usually
drawn with the root at the top of the diagram, which means that the tree is upside down, as you
can see in Figure 1.10.

Most file systems, databases, and directory systems adopt a hierarchical topology. This is because
search algorithms are much more efficient in a hierarchy than in linear or mesh type topologies.
This is especially the case when the values stored at any node are indexed. As a search algorithm
descends the tree, moving to the next level below eliminates 1/f of the tree’s population.

One disadvantage that is noted for hierarchical topologies is that any overhead associated with data
transmission between levels is amplified as you move up the hierarchy. The nodes in each level
above add to the overhead needed to process data communication.

15
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FIGURE 1.10

A tree network

1st level node

2nd level nodes

3rd level nodes

Hybrid topologies
All of the aforementioned topologies may be combined with one another to form hybrid topolo-

gies, which provide more complexity, as well as more flexibility, into a single topological design.
You can create the following topologies:

® Star-bus. A star-bus network connects two or more physical star networks along a single
common network bus. In practice, this requires that a network line be terminated by two or
more hubs, with each hub’s uplink port connected to another hub that fans out to create the
physical star. From the standpoint of the network, each of the uplink ports is connected to
the star hub through the use of drop cables. As you learn in Chapter 9, an uplink port is a
port on a switch that can be set so that two connected switches behave as one.

® Hierarchical star. In a hierarchical star network, each node of the tree hierarchy is a hub
from which spokes radiate. Each subsequent level in the hierarchy is a hub with spokes
radiating out. There is no common bus that connects the different stars, with only point-
to-point connections existing in this topology. Sometimes the root node is connected to a
high-speed interconnect backbone or trunk line, which further hybridizes this technology.

® Star-ring. The star-ring hybrid consists of a central hub where the signals are routed sequen-
tially between all available spokes attached to the hub to simulate the ring portion of the net-
work. The spokes from the central hub are point-to-point connections to individual nodes.

® Hybrid mesh. A hybrid mesh combines a mesh topology, with one or more nodes of the
mesh being connected to different network topologies. A hybrid mesh technology is
highly redundant and fault tolerant, and so it finds widespread use. The Internet uses a
partially connected hybrid mesh topology.

Logical topologies

Logical topologies map out the path that data takes as it travels from node to node. A logical topol-
ogy requires that a node be available on the network by the protocol used for data communica-
tions. To be available, a device has to have a unique identification number, referred to as a MAC
address, which refers to Media Access Control, a method for determining that node on a network.

16
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FIGURE 1.11

Virtual network interfaces can be created, and they can also be assigned MAC addresses. When
you use intelligent routers and switches on a network, the configuration of the logical topology can
be dynamically changed, depending upon conditions. Logical daisy chain, logical star, and logical
mesh are all types of logical topologies, and are described in the following sections.

Logical daisy chain topology

A daisy chain network is a logical topology that can be implemented as either a linear or a ring
topology, as shown in Figures 1.11 and 1.12, respectively. As you add systems to a linear daisy
chain, you add a two-way connection between the new system and its neighbor or neighbors. A
system in the middle of the chain must have one transmitter and one receiver for each of the con-
nections to adjacent systems. The terminus system in the chain requires only one receiver and
transmitter. In a daisy chain configured in a ring topology, the data travels around the ring in one
direction, and so each node requires only a single receiver and transmitter. Ring topologies have
greater latency because the data can take up to twice as long to get to its destination compared to a
linear topology, but this makes them much cheaper to implement.

Linear daisy chain network

O

O

FIGURE 1.12

ONONRO
Fiun iz

A ring daisy chain network. Data can flow either clockwise or counterclockwise, and links can be either
half duplex (one direction) or full duplex (both directions).
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Logical star topology

Star networks exist as both physical and logical topologies. In a logical star Ethernet network, the
central node broadcasts a signal from any node to all of the other nodes attached to the network.
When the signal is acknowledged by the proper system, the data is transmitted. Logical star net-
works can fail spectacularly when the central node fails, but the failure of any point-to-point con-
nection only affects the function of the node attached to that spoke.

Star networks can be categorized as either passive or active. In a passive star network, the sending
node must be able to recognize its own signal echo returned to it from the central node. An active
star network has circuitry in the central node to prevent a signal being echoed back to its originat-
ing system. Network switches are used in the various star topologies that build lookup tables of
data transmission types, and the destinations and ports that were used to process them. As the
lookup table becomes populated, the data that corresponds to the parameters stored in the lookup
table serves as the routing table, and the data is sent to the stored destination directly.

If you create a set of logical star networks and connect them in a hierarchy, you create a tree topol-
ogy. Hubs in a logical star network typically either repeat or regenerate data as it moves through
the network, although networks of this design usually distribute the workload between the differ-
ent hubs. Each node in the star has one point-to-point connection. So the logical star network has
the entire leaf of the tree fail when a hub fails, but only the single node fails when the point-to-
point connection is broken.

Logical star networks can also be configured in hybrid network forms. Two common hybrids are
the star ring and the star bus network.

Logical mesh topology

A logical mesh topology is one where there are additional paths between network node pairs.
Figure 1.13 shows an example of this kind of topology. There are several logical mesh designs.
Highly distributed mesh networks built using a linear or ring topology are referred to as a grid net-
work. Mesh networks can also be constructed using a toroidal or multi-ring topology, or using
hypercubes.

As with physical mesh topologies, logical mesh topologies can be either fully connected or partially
connected. Partially connected mesh networks are much more common than fully connected mesh
networks due to the expense involved in creating the complete set of connections. Some fully con-
nected mesh networks exist where highly redundant connections are required, typically in mis-
sion-critical applications. However, one fully connected ad hoc network that you might encounter
is that used by the BitTorrent file sharing system. When a user initiates a torrent to perform a file
transfer, pieces of the file are found on multiple systems. Those systems are temporarily connected
while their pieces of the file are transmitted, and then the connection is broken.
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FIGURE 1.13

A grid network is an example of a logical mesh topology.

Summary

In this chapter, you learned the different types of networks and how to classify them. Networks
can be differentiated based on their geographical distribution as personal, local, wide, campus, or
metropolitan local area networks. Each network type generally uses its own specially designed
industry-standard protocol that is meant to optimize the network for the types of devices that are
in use.

You can also characterize networks based on their shape or topology. Common topologies are
buses or chains; stars or hub; and spokes, rings, and meshes. Various hybrid topologies exist that
mix and match these topologies with one another. When you map a network, you can form the
topology based on the arrangements of physical elements, or using logical elements, as well as by
observing the paths that signals use to traverse the network.
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The Network Stack

describe network transactions starting at one computer system and

ending at another system. Models were developed to standardize
devices and services, and to allow industry standards to evolve that allowed
communications from one level of the network to another.

The network stack refers to an architectural model that is used to

This chapter discusses the two most important network models in use today:
the ISO’s Open Systems Interconnection model and the Internet or TCP/IP
model. Each model subdivides the different types of network devices, ser-
vices, and software into a set of architectural layers, the definitions and rela-
tionships of which provide a means to categorize and discuss modern
network technology. The vocabulary described in this chapter provides a
means of framing the discussions in the remaining chapters in this book.

Standard Development
Organizations

As networking standards developed in the 1970s and 1980s, the computer
industry was faced with the common problem of making vendors’ products
interoperate with each other. Operating systems vendors such as Microsoft
were able to create a de facto standard like Windows; but computer network
hardware and software had no such dominant vendor. Standards could only
emerge by consensus from the joint work of industry and academic stan-
dards organizations. When a new technology such as Ethernet arrived, the
packet-based network protocols that communicated over this new medium
arose as a set of standards from groups of vendors.
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Standards committees are typically formed by standards organizations that manage many groups of
standards, or they can be created by an industry group that is organized for the sole purpose of
standardizing one technology or a related set of technologies. An example of a standards organiza-
tion is the American National Standards Institute, or ANSI.

In either case, the development of any standard requires a process, and the more open, the better.
As a result, you will find that the standards process is organized around a set of stages, which
include any of the following:

Formation of a group that represents the industry.

2. Request for a proposal (RFP) of a standard, draft of a proposed standard, or the receipt
of a proposed standard for review.

Request for comments (RFC) on the proposed standard or standards from the community.

Testing and modification of the proposed standard. Plugfests are often organized to test
interoperability. A plugfest is an industry meeting where product vendors test their hard-
ware and software with other vendors’ products in order to ensure compatibility and to
establish new standards.

Draft standards, which are the proposed standards that have not yet been fully codified.

Accepted standard, which is the final version of a particular standard. A standard can
develop over time through iteration, such as the 802.11x Wi-Fi standards, which include
a, b, g, and n.

Considering the time and effort involved in creating standards, as well as the stakes involved in
their commercialization, standards are prone to considerable controversy. Not all standards survive
far beyond their introduction. Consider the effort that went into creating both the Betamax and
VHS videotape standards, or more recently, HD DVD and Blu-ray, where the latter standard of
each pair is the one that survived. The clout of the organization is important and can often override
a superior technology.

In the networking industry, the following standards organizations are important:

® American National Standards Institute (ANSI; www.ansi.org). ANSI is a non-profit
organization that creates standards for products and services.

® International Organization for Standardization (ISO; www.iso.org). ISO standards are
found in various data communications fields, including the standards and model
described in this chapter.

e International Telecommunications Union-Telecommunications Group (ITU-T; www.
itu.int); Radiocommunications Group (ITU-R); and Telecom Development (ITU-T).
I1SO is a member of the ITU. Each group develops communication standards.

e Internet Engineering Task Force (IETF; www.ietf.org). IETF creates Internet standards
and is part of a group of bodies that define the TCP/IP and Internet protocols.

e Institute of Electrical and Electronics Engineers (IEEE; www.ieee.org). IEEE (“I triple
E”) is the main standards body for wire and radio communications.
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Note

® Storage Networking Industry Association (SNIA; www.snia.org). SNIA defines storage
network standards for fiber channel, high-speed Ethernet, iSCSI, and others.

o World Wide Web Consortium (W3C; www.w3.org). W3C is the central standards
body for the World Wide Web, and defines HTML and related standards, as well as proto-
cols used by Web servers.

You can find an explanation of how standards organizations work, as well as a longer list of standards develop-
ment organizations, or SDOs, at http://en.wikipedia.org/wiki/Standards_organizations.

TABLE 2.1

The OSI Reference Model

The most important networking model in use today is the ISO’s Open Systems Interconnection
(OSI) Reference model. This model divides network communications into seven different layers
and highlights how each layer is used in the communication process. Each layer adds more infor-
mation to data during the sending process, while using and removing that information during the
receiving process. Documentation for the OSI model can be downloaded from the ITU-T under
their X.200 series, from their Web site at www.itu.int/rec/T-REC-X/en.

The OSI model defines seven layers, using the numbers 1 to 7, in the following order: the Physical,
Data Link, Network, Transport, Session, Presentation, and Application layers. The first four layers
are hardware related, while the last three layers are essentially software.

The OSI model defines the following seven layers, as shown in Table 2.1.

The OSI Model Layers

Layers Traffic Type Supported  Function

Application Data The Application layer manages the network connection
between an application and the network.

Presentation Data In the Presentation layer, data is formatted into a form that can
be processed at the receiving system.

Session Data The Session layer creates the unique connection between sending
and receiving systems and ensures that the data was transferred
correctly.

Transport Segments or Datagrams ~ The Transport layer manages aspects of data transmission and
reception.

Network Packets The Network layer controls the addressing used for data trans-
mission.

continued

23



Part I: Network Basics

TABLE 2.1 (continued)

Layers Traffic Type Supported  Function
Data Link Frames The Data Link layer manages hardware addresses.
Physical Bits The Physical layer defines the transmission medium, such as

wire, radio, light beam, or some other transmission method.

Tip

Some common mnemonic devices are often used to remember the OSI model and the order of each layer.
They are: All People Seem To Need Data Processing, or Please Do Not Take Sales-People’s Advice.
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It is very rare to find a network that uses these seven layers as the basis for its architecture. However,
this is the most widely used model to describe different network devices and technologies.

An alternative model based on TCP/IP networking was developed that uses five different layers to
describe packet switching networks (the TCP/IP Reference model). Most modern networks now
use devices based on the TCP/IP Reference model, but it isn’t as flexible in describing other net-
work types. The TCP/IP Reference model is discussed later in this chapter.

How Layers Communicate

All communication between two systems requires that the data being transferred travel down
though the sending system’s network stack, across the Physical layer, and then up through the
receiving system’s network stack. While the protocols used within a layer must be identical for
peer devices, the protocols used at layer interfaces are undefined and can be changed.

Communication begins at the Application layer on the sending system with a command or perhaps
some other kind of event. That event is interpreted into an Input/Output, or I/O, request (that
either sends or seeks information from a device), and translated to data that is transmitted down
through the different layers of the network stack to the Physical layer for transport. Data travels
over the link at the Physical layer using the specific connection that leads back up the intended
system’s network stack. The data then ascends the different layers of the target system’s network
stack to arrive at the receiver’s Application layer where the data is used in some way.

In order for data to be sent to the correct system or systems, additional information must be added
to the data that describes the content and how to use it. That kind of information is commonly
referred to as metadata, which is literally “data about data.” The process by which metadata is
added is referred to as encapsulation; when the metadata is removed, the process is referred to as
decapsulation. As data passes down through the network stack, metadata is added; as that data
ascends, the network stack metadata is removed.

Referring to Figure 2.1, you can see that the encapsulation process begins by formatting and seg-
menting data so that it is the optimum size for transmission. Each layer of the OSI model adds a
layer header to the data containing the information necessary to support the functionality of that
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FIGURE 2.1

particular layer’s protocols. Application (L7H), Presentation (L6H), Session (L5H), Transport
(L4H), Network (L3H), and Data Link layer (L2H) headers are successively added. Each header
contains addressing information, parameters, and the instructions on how the different layers use
the information encapsulated within. A trailing section is added to the packet at the Data Link
layer, which identifies the end of the packet. This trailing section also includes a data check so that
the transport of the packet over the physical layer can be verified as being correct. At the receiving
system, the packet is read and each OSI layer of the receiving system strips away its particular
header exposing the information contained within successively.

An algorithm such as a Cyclic Redundancy Check, or CRC, is applied to the data. This algorithm is
run when a packet arrives at a destination (even an intermediate destination) to determine that the
packet was correctly transmitted. If the calculated CRC value of the packet matches the value in
the CRC data field, then the packet is assumed to be correctly received. A data check is done in the
Data Link layer, but other layers may also include data check fields. The CRC is a hash function,
and an algorithm is applied to the data contained in the communication to create an output value
that is essentially unique, typically in the form of a 32-bit integer. The CRC is then used as a
checksum to validate that the data sent matches the checksum contained within the data itself. The
change of even a single digit in the data is enough to affect the value of the checksum and to
require a retransmission of the data. Because data is binary, the CRC algorithm is very fast and effi-
cient and doesn’t add much overhead to the data transmission process. CRC-32 is now an Ethernet
standard, and without this type of technology, network communications would be unreliable.

OSI data encapsulation and transport

Data Encapsulation

Application 7 7 Application
A
3 Application header L7H
Presentation 6 [ L6H | L7H | Data | 6 Presentation
A

v Presentation header L6H
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A

v Session header L5H

Transport 4 [ L4H [ L5H [ L6H | L7H | Data | 4 Transport

A
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Network 3 [ L3H [ L4H [ L5H [ L6H [ L7H | Data | 3 Network
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Physical 1 < P 1 Physical
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Tip

Seven layers are defined in the OSI model, each with its specific purpose representing a different
area of networking technology. If only life were so simple. It is unlikely that you will ever work
with a network comprised of seven different layers that correspond to each of these different areas;
although rare, they do exist. However, economies of scale, as well as convenience provided by dif-
ferent packaging, costs, and other factors, lead to devices that might span two or more layers, and
you should be aware that there are several other networking models that use fewer layers to define
the network stack. Five layers is a common alternative.

To get an idea how people subdivide the network stack, refer to the layer names table found at
http://en.wikipedia.org/wiki/Internet_Protocol_Suite.
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In practice, network devices and protocols will work at multiple layers in any networking model.
The Cisco router is a good example of an appliance spanning multiple layers of the OSI model.
Although the first routers were software that was built into operating systems such as UNIX or
Solaris, Cisco achieved dominance in this area of technology by turning routing into an appliance,
and by optimizing its performance. Cisco routers span both the Transport and the Network layers.
However, the model still serves as the means for describing network communication and identify-
ing devices, and it is the basis for a number of other models used to define Internet traffic, storage
area networks (SANs), and more.

It’s best not to take the OSI model too literally. However, it provides the vocabulary needed to
frame different vendors’ products, which is why it is so useful. The real value of the OSI model is
that it provides you with an understanding of how components communicate with one another.
Each layer in the model describes a protocol or set of protocols, and so the model is sometimes
referred to as a protocol hierarchy. Each boundary between two levels represents a vertical relation-
ship and requires that an application programming interface, or API, be used in order to communi-
cate with the levels above and below it. A vertical relationship between layers 4 and 5 would be
referred to as the Layer 4/5 interface. Implicit in the use of the word interface is the need for a com-
munication mechanism based on an APL

Horizontal relationships, referred to as Layer n protocols, are considered to be peer layer communi-
cation, and often don’t impose an API requirement. Horizontal relationships are only truly peers
when two different entities on the same computer system use that same level: two mail applica-
tions, for example. When the same protocol layer is used by devices or entities on different com-
puter systems, their relationship may be termed a peer relationship, but any communication
between the two requires that both network stacks be traversed.

As data travels through the network stack, it does so across the boundaries in a set of named connec-
tions or channels. Some technologies use a single pipe, similar to a one-lane road, through which
data travels in one direction only; this is simplex communication. You can also use a single connection
to send traffic first in one direction and then in the reverse direction; this is referred to as half-duplex
communication. When communications travel in both directions at the same time, this is referred to
as full duplex. Full duplex can be achieved by having a channel that is wide enough to dedicate to
each direction or by having multiple channels. The type of communication used is determined by the
hardware and software involved and is not specified as part of the OSI model.
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Each layer in the OSI model has one or more active elements that are sometimes referred to as an
entity. An entity can be a software module or it can be dedicated logic on a chip that is part of a
network function. An entity or set of entities in a layer that communicates to the layer above is
referred to as a service provider, and the entity that uses the service in the layer above is the service
user. The address that is used to access a service provider defines a Service Access Point, or SAP.
Once two entities establish communications through an interface using an SAP, they pass what is
called an interface data unit (IDU) through the SAP. Contained within the IDU is a service data
unit (SDU), control information, and the data that is communicated.

Some layers require that the data be segmented in order to be processed. When that happens, each
piece of data gets a header and is transmitted as a distinct unit of data called a protocol data unit
(PDU). An example of PDUs is the packetization of data for transmission, and the reassembly of
those packets once they are received, verified, and sequenced.

Services are the mechanism used to communicate between different layers in the OSI model.
Services have a certain functionality and often can be accessed using an API. Services can operate
between layers in either a connection or connectionless model. A connection model specifies that
once your connection is established, that connection is dedicated to the service being provided.
The best example of a connection-oriented service is the telephone network. The service estab-
lishes a connection by dedicating a circuit to the communications. When the call ends, the circuit
is broken and released for use. A connection model offers some advantages in terms of reliability
and in providing quality of service. However, once the connection is broken, the communication
ends, which demonstrates the weakness of this approach: it is not fault tolerant or redundant.

The alternate model of a connectionless service is adopted by the Internet at the Physical layer and
is accounted for by the TCP/IP or Internet model. The communication carries its own addressing,
and the route taken to reach its destination is unspecified and can be different, depending upon
conditions. Connectionless services are characterized by high fault tolerance, but with slower per-
formance and some additional overhead as compared to a connection-oriented service model.

All data communication is characterized by the use of basic commands to initiate and control the
connection. Connection-oriented services begin with a process called negotiation, where the charac-
teristics of the connection are established. The squelches your modem makes with dial-up connec-
tions when it connects are its advertisement of its connection capabilities. Basic control commands
or service primitives that play a role in the negotiation process take the following forms:

® Initiation or connect request. This is the advertisement for a service to perform an
action.

® Status or indication. This is an informational event that provides information about the
state of the software module or active element (entity) involved in providing the service.

® Response. The provider sends a message that it can respond to a request.

e Confirmation. The result of the communication is sent back to the initiating entity. Not
all services use a confirmation as part of their service.
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Keep in mind that the negotiation process takes place on two different systems. Therefore,
although the negotiation involves the interface between two different layers in the network model,
each control command travels either up or down between the two layers on one system and is then
responded to in those same two layers on the second system. A service is defined by the set of
operations or command primitives, as well as the two layers that are interfaced by it.

Services do not specify how the operations are implemented in practice. Implementation using ser-
vices is left to specific protocols. A protocol is an agreed-upon set of rules for data format that can
be used by peer entities within a layer to provide a service. By isolating the command set from the
implementation, a network is able to switch protocols to accommodate different vendors’ products,
different network types, and other variables that affect performance.

The Physical Layer

The Physical layer is the lowest level of the OSI model and in other related architectural models,
and is the layer responsible for moving bits of data from one location to another. In defining the
parameters of Physical layer devices, it is necessary to set the standards for what represents a
Boolean value of 1 and 0, the voltage difference, and how long the bit should last before a new bit
begins. Physical layer devices must include the electrical connections that are made, how different
devices connect to one another, and other electrical and mechanical aspects.

The most commonly used media for the Physical layers are:

e Copper cabling or wires, which include different categories of Ethernet cable (designated
by specifications such as CAT5 or CAT6), twisted pair wiring like the ones used in your
phone lines or that were used for smaller peer networks such as AppleTalk from Apple,
and others.

e Fiber lines where light travels through doped glass strands.

® Radio communications using the different Wi-Fi 802.11 standards, microwave, and other
parts of the electromagnetic spectrum in the radio range.

The Physical layer also includes the devices that provide the connections between media, and
includes computer network interface cards (NICs), modems, hubs, and other devices.

The Data Link Layer

The Data Link layer connects the data in bits flowing through the media of the Physical layer with
the connection that is the network path either to the receiving system or from the sending system.
It provides the control mechanism that determines which path the data takes. As is the case with
the Physical layer, the Data Link layer appears not only in the OSI networking model but also in
other related models such as the model used to describe Internet traffic.
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The control over the data link requires that this conceptual layer of the networking model format
messages to mark the beginning and end of a message. It does so by breaking the data into data
frames, or more simply, frames. A frame takes a large message and segments it into pieces that are
between several hundred and several thousand bytes in size. The size of the frame depends upon
the technology being used and can be adjusted somewhat by the user to improve performance and
reliability. You might want to have a larger frame size when you are transmitting your data over a
high-speed connection, or perhaps drop down to a small frame size when a low-speed or unreli-
able connection is in use.

The segmentation process for frames imposes a sequence on the transmission, and the Data Link
layer must provide the necessary means to recombine the frames into data at its destination.
Because data can be damaged by noise, and because multiple frames may arrive that duplicate each
other, it is up to this layer of the model to resolve these problems. The Data Link layer does so by
returning Acknowledgment frames to the sender to indicate which frames were received. The
mechanism by which errors can be detected and corrected is part of the Data Link layer’s action.
Data can be corrupted for many different reasons, including noise in the physical media, and mis-
takes in transmission or dropped data. When an error is detected at the Data Link layer, a message
is sent to the sender that the data needs to be retransmitted.

Part of the Data Link layer’s function is to manage the speed of data transmission: too fast and data
is lost, which requires that data be retransmitted; too slow and the communication wastes valuable
bandwidth and isn’t well optimized. The system by which the Data Link layer regulates the data
transmission speed involves the use of frame buffers to store data as it is received. A frame buffer is
a portion of memory set aside to contain frames that have been received recently. Data flowing into
and out of the frame buffers requires flow regulation and error correction in order to be both effi-
cient and well formed. Therefore, the Acknowledgment frames must contain current information
about the state of the frame buffer. Because Acknowledgment frames travel over the same physical
path as Data frames, one optimization that the Data Link layer uses is a piggyback scheme to send
control data back to the sending system. In any broadcasting network communications, such as
TCP/IP traffic flowing over Ethernet, the Data Link layer provides a control function in the
medium access sublayer of the Data Link layer that determines which frames have access to shared
data channels. A shared data channel is a network path that is used by two or more sending and
receiving systems.

The Network Layer

The Network layer provides a routing and control function that determines which path data pack-
ets use to travel from one network to another, and provides the flow control needed to ensure that
a subnet isn't flooded with too many packets at any one time. The concept used to define Network
layer communication is called the session, and the logic used to manage sessions relies on specific
routes determined by the routing function.

Routing plays a fundamental role in switched networks because it provides the means by which
traffic can adjust to dynamic changes in the network. When a router fails an acknowledgment
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request from a sending router, the router can fall back to the next best path. Routers store connec-
tions and routes in a routing table, which can either be statically or dynamically created. For small
networks where the addresses rarely change, or for large networks where high-speed connections
at well-known addresses exist, static routing tables make the most sense. For large networks,
dynamic routing provides a better solution than static routing.

Different networks or subnets can require data to be formatted in different ways. This commonly
occurs when data travels across international boundaries. Addresses can change across a boundary,
and so too can the data rate or the protocol used for the transmission. Some subnets require pack-
ets to arrive with information that supports an accounting function to keep track of frames for-
warded by subnet intermediate systems, to produce billing information. The network layer
provides the necessary means to solve these incompatibilities.

Both the OSI model and the Internet model contain a Network layer. However, when network traf-
fic is broadcast, it is sent out to any network system that requests the data. Broadcast data doesn’t
require most of the functions provided by the Network layer. Therefore, for broadcasting systems,
the Network layer can be either minimal or completely missing.

The Transport Layer

The Transport layer connects the Network layer above it and the Session layer below. The purpose
of the Transport layer is to segment the data from a session and pass appropriately sized and for-
matted data to the Network layer. When data is received from the Network layer, the Transport
layer is responsible for ensuring that all the packets have arrived correctly, reforming the session
data, and acknowledging (an ACK command) the receipt of the transmission. The Transport layer
can support either connection or connectionless data transmission.

The Transport layer manages the connection between its two adjacent layers — the Session layer
and the Network layer — and when appropriate, it can create and manage multiple network con-
nections for each Transport connection. Because the Transport layer is responsible for maintaining
and managing the connection between the Session and the Network layers, it abstracts the upper
layers of the network stack, which are software-based, from the hardware layers below it. As data is
exchanged, the Transport layer is responsible for managing the multiplexed streams, and opening
and closing connections as required. This management function is a form of flow control.

Transport layer connections provide the only direct link that exists between the two network
stacks during any communication. Whereas all other layers of the network stack work indepen-
dently of their counterparts in the other network stack, the Transport layers of the sending and
receiving systems talk directly to one another through the use of their message headers and control
messages. A message header is a special field within a packet that contains message information,
while a control message is an entire packet (usually a very short one) that is a message. Indeed, the
hardware layers can only establish a connection between adjacent layers because the systems
involved in the connections between the Network, Data Link, and Physical layers are indetermi-
nate. Depending upon network conditions, routing may employ any number of systems to make
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the connections required by hardware. The higher layers in the network stack — the Application,
Presentation, and Session layers — are all single-channel, end-to-end communications.

The Session Layer

The Session layer provides the means for creating and managing sessions, as well as providing the
services needed to initiate those sessions. Security mechanisms, such as logons and other forms of
dialog control, are a fundamental part of the Session layer.

Traffic can flow through the Session layer in one direction at a time, or in both directions: either
using a half-duplex or full-duplex mode. When a single direction is used (half duplex), the Session
layer passes an identifier called a token to the traffic in one direction when its turn comes to use
the channel, and then when the token is released, it is passed to the communication going in the
opposite direction.

As data flows through the Session layer, checkpoints or separation markers are inserted into the
packet data so that if the transfer is interrupted, it can be reestablished without having to resend all
of the session data. By synchronizing the data transfer, the Session layer ensures not only that the
session is reliably transmitted but also that the transfer is efficient.

The Presentation Layer

The Presentation layer formats Application layer data and can compress and encrypt data before
handing the data off to the Session layer. When data from the Session layer appears at the
Presentation layer, it is decrypted and decompressed if necessary, so that the data can be sent to
the Application layer in a form that the Application layer can accept.

Presentation layer software takes the data objects that applications create in the different data
types, such as character, integer, or binary, and converts that data into a form that can be passed
along to a different system in a standard encoding format. Wire protocols bridge operating system
and application differences so that a computer with one character code, such as ASCII, can com-
municate with another computer that has a different ASCII character set, or that is using Unicode
as its character set.

The Application Layer

The Application layer contains the software that a user interacts with. Application layer programs
include Web browsers, e-mail clients, command shells (the Command Line Interface), and office
applications to name but a few. The network operating system also contains a number of
Application layer programs. Not all software is Application layer software. Microsoft Word, for
example, is not exclusively an Application layer application; it contains many modules that work at
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different layers of the network model and many modules that aren’t network related. However,
when you initiate a command to perform network printing, the print subsystem used to communi-
cate this action to the network is an Application layer application.

Application layer software is often described in terms of terminal session. A terminal session is an
application that provides system status information, allows for system commands, and serves as an
interface for user interaction to a system. When you open a terminal session and log into a remote
system, you are using an Application layer program. In order for a terminal session to interact with
a wide variety of programs, there must be a uniform way for those programs to communicate with
the terminal session. Many terminal session programs use a network virtual terminal to standardize
the interaction between applications such as text editors with all of the different terminals that exist
so that variables such as screen resolution and keyboard equivalents are standardized.

The Application layer hosts a very rich range of services, and the particular services are highly vari-
able from system to system. Applications are responsible for many application service functions,
including the following;

e Display characteristics

e Initiating and managing I/O (Input/Output)

® File transfers

® FE-mail

® Network printing

e Information lookups in directory services
The Application layer uses the largest set of network protocols. The Hypertext Transfer Protocol
(HTTP) used by Web servers and browsers, File Transfer Protocol (FTP) used in uploads and

downloads, Simple Mail Transfer Protocol (SMTP), and the Post Office Protocol (POP) used for
e-mail transfers are all Application layer protocols.

The TCP/IP Reference Model

Although the OSI Reference model is the best known, it is not the only layered network stack
model in use. The best-known alternative model is called the TCP/IP model.

Cross-Ref
The TCP/IP model is discussed in more detail in Chapter 18.
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The TCP/IP model uses three different protocols for transport and data format. The Transmission
Control Protocol (TCP) describes how to make connections between systems on the Internet, while
the User Datagram Protocol (UDP) describes how to work with connectionless data communica-
tion. The third protocol, the Internet Protocol (IP), describes how to format packets for transmis-
sion. TCP and UDP are Transport layer protocols, while IP is a Network/Interface layer protocol.



Chapter 2: The Network Stack

The TCP/IP Reference model uses four different layers in its communication model. Layers 1 and 2
in the OSI model (Physical and Data Link) correspond roughly to the Host-to-Network layer in the
TCP/IP model. Layer 3, the Network layer in the OSI model, corresponds directly to the Internet
layer in the TCP/IP model; Layer 4, the Transport layer, exists at the same level in both. The TCP/
IP model does away with Layers 5 and 6 (Session and Presentation). Finally, both models have a
top-level Application layer, which was Layer 7 in the OSI model. Figure 2.2 shows the OSI and
TCP/IP models side by side.

FIGURE 2.2

Comparing the OSI and TCP/IP network models
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Comparing the OSI and TCP/IP Reference
Models

Over the years, both the OSI and TCP/IP Reference models have shaped the vocabulary of the net-
working industry. However, they both contain flaws in their application to real-world networks
that are important to understand. Whereas the TCP/IP model has expression in real products and
technologies, based on a set of protocols that have become dominant standards, the OSI model is
not supported by products to any significant extent. As a result, the OSI model is essentially an
abstraction that is used to understand network communications.

Even in networks that adopt the OSI 7-layered model, some of the layers, particularly the Session
and Presentation layers, are thinly populated, if at all. At the same time, the hardware layers, such
as the Data Link and Network layers, have so many functions and services that any serious analysis
of them would tend to segment those layers into several sublayers.

Part of the complexity of the OSI model is that it doesn’t implement key technology in a single
layer, but distributes command and control features such as flow control in each of the different
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Note

layers. This redundancy makes the OSI Reference model more complex than it should be. In the
real world, devices get around these issues by spanning several layers of the OSI model within the
same device.

The main reason that the OSI model seems to have been adopted with seven layers is that the
Systems Network Architecture (SNA) from IBM was a seven-layer architecture. In the 1970s, it was
supposed that IBM could control the networking industry, and so the OSI model was constructed
in a way that it could be applied to SNA technology without too many modifications.

While the TCP/IP Reference model is supported by a large number of products in the marketplace,
it has been criticized for not being general enough to be applied to networks using other protocols.
The delineation of interfaces, services, and how protocols are integrated into the model isn't clearly
defined. For example, the Host-to-Network layer doesn't really implement separate protocols, and
is more properly defined as an interface; there is also no formal Presentation or Session layer. This
has generally been expressed in practice by the development of ad hoc protocol standards.

It’s best not to take these network models too seriously. While OSI provides a highly flexible
model that is widely used in theoretical discussion, and the TCP/IP model finds expression in
products, neither model can be directly applied to real-world networks.

Perhaps the best compromise is one of the alternative formulations considered but not adopted when the OSI
model was being developed that uses a five-layer system. These unnamed models eliminate the Session and
Presentation layers in the OSI Reference model and blend their functions into the Application and Transport
layers. Hybrid models left the Network, Data Link, and Physical layers intact.
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Summary

In this chapter, the OSI Reference model was presented as an architectural framework that can be
used to describe computer networks and devices. This seven-layer protocol conceptualizes a net-
work stack, beginning with applications and software at the top, formatting and data-handling lay-
ers in the middle, and hardware layers at the bottom. To communicate, data must travel from the
sending system’s network stack to the receiving system’s network stack.

The boundary between each layer of a network model defines an interface that requires an API be
used to create a service that connects the two layers. The OSI Reference model doesn’t specify the
interface or the service, but highlights its need and use.

Other architectures exist, including one based on the TCP/IP protocols. Whereas the TCP/IP model
is expressed by more networks and devices, the OSI Reference model is more flexible and is more
commonly used to describe aspects of computer networking. Hybrid models exist that use fewer
layers than the OSI Reference model and reduce the OSI Reference model’s complexity somewhat.
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architecture. Designs can be based on different connection types and

topologies; architectures are network systems based on a common pro-
tocol. In determining whether you are considering an architecture or topol-
ogy, an argument based on the highest-level protocol used is presented.
Topologies are based on physical transport, while architectures use higher-
level protocols.

In this chapter, you learn about different aspects of network design and

Different point-to-point connections are considered. Four different types of con-
nections between endpoints can be specified: physical connections, virtual con-
nections, transient connections, and links where there is no defined (unique)
connection. These different types are the basis for all modern networks.

A collection of nodes sharing a common physical medium is called a segment.

Segments are the basic unit of networks; they do not have to have their traf-
fic mediated, and nodes share a common logical address as opposed to a
node’s physical (e.g., Media Access Control or MAC) address. Segments also
define collision domains.

To separate segments, you add connection points such as switches or routers.
Networks with multiple segments must have traffic travel over defined routes.
These routes may have any of the four kinds of connections. Routing can be
1:1 or unicast, 1:many or multicast, 1:all or broadcast, and 1:any or anycast. The
effect of switched and packet transfer on networks will be considered.

Several different network architectures will be briefly considered from an over-
all network design viewpoint. They include peer-to-peer (P2P), client-server,
multi-tier, and thin client/server architectures. These different network types
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determine how network resources must be deployed, where systems can be located, and which of the
many different network protocols they may use.

Network Architecture and Topology

The methods used by systems to communicate on a network are referred to as the network architec-
ture. The manner in which the physical infrastructure is deployed to connect a network is referred
to as the network topology. A topology describes the physical means for transporting data; an archi-
tecture describes the technology used to manage and manipulate data.

In some instances, a particular architecture will dictate that a particular topology be used, and in
other instances a particular topology will only be suitable for a particular architecture. However, it
isn’t always the case that an architecture and a topology are so tightly bound.

Most of the time, an architecture is selected to support a particular geographic distribution, organi-
zational structure, user or system load, performance requirements, and the staff available to man-
age the infrastructure.

The most common architectures in use are described as:

® Peer-to-peer networks

e C(lient/server (two-tier) networks

® Multi-tier networks

® Directory service or federated networks
® Grid or distributed networks

e Hybrid combinations of the above

Cross-ref

Directory services are covered in Chapter 21.

Note

Hybrid networks are just two or more of the aforementioned architectures.
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You can determine whether a description of a technology represents a network architecture or a
network topology by the highest layer of the OSI model that the technology requires. A topology
describes technology that operates at the Physical and perhaps the Data Link layer. An architecture
describes technology that operates at the Network level and above.

The difference between topology and architecture can be illustrated by some examples. Ethernet
describes a technology that involves frame-based communication over media. While there are vari-
ants of Ethernet that run over twisted-pair copper, there are also versions that run over fiber optic
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cable. The highest layer that the Ethernet standard operates at is the Data Link layer, where a com-
mon addressing format based on Media Access Control (MAC) addressing is defined. Ethernet is a
network topology. There are many different ways in which Ethernet networks may be constructed —
linear buses, hierarchical trees, rings, and so forth — but all of them still are limited to MAC address-
ing as the single highest protocol that Ethernet supports.

Cross-Ref
For more discussion on Ethernet network construction, including linear buses, hierarchical trees, and rings, see
Chapter 1.

The Internet is governed by a number of protocols or standardized agreements on how data should
be composed and managed. As a group, those protocols are referred to as the Internet Protocol suite.
Much of this book is concerned with explaining Internet Protocols, because this form of network-
ing is so overwhelmingly prevalent today, and indeed you are likely very familiar with them.

The Transport Control Protocol and Internet Protocol (TCP/IP) are the two core protocols that give
the Internet much of its flavor. Transport Control Protocol (TCP) is a Transport layer protocol, and
the Internet Protocol (IP) is a Network layer protocol in the OSI model. Actually, IP is more often
described in terms of a different networking model, the TCP/IP networking model, where IP is part of
the Internet layer. The TCP/IP Internet layer overlaps with the Network layer in the OSI model, but
the OSI model includes certain technologies that involve address resolution in the Network layer that
would be better placed into the Link layer of the TCP/IP model. The Address Resolution Protocol
(ARP) is the one example that is commonly mentioned. The main reason that these two models
diverge is that OSI makes no distinction between communication that is connection oriented and
communication that has no defined connection. Be that as it may, if you were to examine the differ-
ent layers of the TCP/IP model, you would find that nearly all of them are above what would be the
Data Link layer of the OSI model; also, many of them, particularly routing protocols, are Application
layer protocols. The higher-level protocols make the Internet Protocol an architecture.

Figure 3.1 compares the two different network models: OSI to the TCP/IP architecture. The TCP/
IP architectural model is described in the IETF's REC 1122 (http://tools.ietf.org/html/
rfc1122). You will find a considerable amount of variation in the literature describing how these
two models relate to one another, or indeed how the TCP/IP model is structured and named. As a
result you should take Figure 3.1 lightly. Some authors break the TCP/IP model into four or five
different layers and refer to the different layers with different names. In some discussions, the
Network Interface layer is referred to as the Link or Host to Network layer. In other discussions,
the Network Interface is broken up into a Network Access/Physical, Data Link/Hardware, or Data
Link/Physical coupling. The reason that the Application layer in the TCP/IP networking models
consolidate the Application, Presentation, and Session layers into a single Application layer is
because the upper layer IP protocols span the different layers.
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FIGURE 3.1

Comparing the OSI model to the TCP/IP architecture
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A point-to-point connection is the simplest network connection that can be defined for any two sys-
tems. Simple, that is, before you stop to think about how even just a few elements can be manipu-
lated to radically change topology and architecture. There are three components to any connection:
two endpoints and the path or connection between them. The variation in the condition of these ele-
ments defines the type of connection, and each connection type has a defined state that determines
the properties of the connection. The state of a connection may be characterized by:

® Physical. The component (endpoint or connection) can be physical or virtual.

® Logical. The logical state is the name or identifier that is assigned to the endpoint or con-
nection. That name can be an IP address or an actual pathway through a network (the
wired and switched connection), or the address and path can be virtual or transient.
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® Signal. Different types of connections can support one or more session, data sent as an
entire message or packetized, and so forth.

® Performance. Based on the physical, logical, and signal types, different types of connec-
tions can support different levels of performance, and the component that is the rate limit-
Ing component varies.

The following sections discuss the four connection types. You can use the accompanying figure for
each connection type to compare the connection types, the manner in which they may be physi-
cally or logically defined, and the implications that the connection type has on both the signal
types that can travel over the connection and the performance characteristics and limitations. The
chart next to each connection type in the figures is meant to summarize this.

Physical point-to-point connections

The most straightforward connection is a point-to-point connection. Figure 3.2 shows a physical
connection with physical endpoints. Spl on the left is the sending system, and Sp2 on the right is
the receiving system. The connection is made through a permanent medium, most often a wire or
fiber, and most higher-level protocols dictate that a negotiation establish the session parameters.
Depending upon the power and efficiency of the two network interfaces, as well as their sensed
ability to transmit data over the connection, a speed is determined and data flows from left to right
during a half-duplex session. If the session is full duplex, then traffic flows in both directions.

The table to the right of each connection type lists the various characteristics of the two endpoints
(Spl and Sp2) and the Connection (Cpl). For the point-to-point connection type, the endpoints
are physical network interfaces (NICs) and the connection is a physical wire. To describe this type
of connection you would need to have an address that corresponds to each of the two endpoints,
and you would be able to differentiate the circuit or exact path that a signal takes traveling from
one endpoint to the other. That path’s physical and logical definition wouldn’t change for the time
that the point-to-point connection was in force.

The advantage of a point-to-point connection is that it is capable of supporting multiple signals
because the circuit includes a dedicated connection. The limiting factors of performance are the
limiting factors of the physical elements involved. That is, the speed will be determined by the
slowest of the following three factors: the signal rate that the sending endpoint Sp1 can send sig-
nals, the bandwidth of the network connection Cpl, or the speed at which the receiving endpoint
Sp2 can accept incoming signals.

The speed of transmission is determined by a gating factor:

® The media’s bandwidth
® The slower of the two endpoints

® The ability of the particular higher-level protocols to process the data
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FIGURE 3.2

A point-to-point connection and its connection state table
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If data is sent compressed and/or encrypted, the gating for performance is measured in terms of
throughput (bits per second, for example) and may be determined by the ability of the endpoint
system to transform the data into clear text — or whatever form is required. To some extent, con-
tent buffering can aid in intermittent data transfer, but if you have a connection operating at full
speed for a length of time, buffering will only be effective so long as incoming data doesn’t overrun
the buffer.

A purely physical point-to-point connection is common in small networks and prevalent in peer-
to-peer networking. Whereas a point-to-point connection is a topology, peer-to-peer is a network
architecture. Picture, if you will, a network of many point-to-point connections forming a web,
mesh, or grid of terrifying power (4 la Twilight Zone); is that a topology or an architecture? These
three different descriptions with a high order of connectivity to other network endpoints are
described as a mesh or a grid architecture. If the mesh network exists simply to pass traffic around,
then it is a topology; however, if the network distributes processing tasks, as is the case with dis-
tributed applications, then the grid is an architecture according to the rule that’s been posited in
this chapter.

Cross-Ref

Peer-to-peer networking is discussed at length in Chapter 11, and large mesh or grid networks are described in
Chapter 17 where high-performance networks are discussed.
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Virtual point-to-point connections

In the second example of a point-to-point connection, shown in Figure 3.3, all three components
of the connection are virtualized. The endpoints Svl and Sv2 are virtual network interfaces, and
the connection Cvl is a virtual circuit. A virtual network interface is a simulation in software of a
physical network interface. In order to have one or more virtual network interfaces on a system,
you must have a physical network interface that network traffic flows through, but any number of
virtual interfaces may be defined and given logical addresses that use a physical interface. Network
interfaces (including virtual ones) are described in Chapter 7.
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FIGURE 3.3

A virtual point-to-point connection and its connection state table
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The state table for a virtual point-to-point connection is shown in Figure 3.3. To describe this type
of connection, you would need to have an address that corresponds to each of the two endpoints,
but those addresses aren’t unique to the physical interface that either Sv1 or Sv2 uses.

The path or connection is a virtual circuit, Cvl. This means the circuit is built at the start of a ses-
sion and discarded or torn down when a session is complete. You would not be able to differenti-
ate the circuit or exact path that a signal takes traveling from one endpoint to the other after a
session ends because that path changes on a session-by-session basis. However, during a session,
the virtual circuit is defined. The process of buildup and tear down of virtual circuits introduces
latency into virtual point-to-point circuits that don’t exist in a physical point-to-point circuit.

The advantage of a virtual point-to-point connection is that it is capable of utilizing all physical
network interfaces and physical circuits because virtualizing all components allows this type of
connection to use whatever is available. A virtual circuit is assigned to a session, and therefore,
although endpoints can send single or multiple sessions over a virtual point-to-point connection,
the circuit is still dedicated to the two endpoints involved, Sv1 and Sv2. Performance over a virtual
point-to-point circuit is limited by the endpoint’s signal rate or by the bandwidth that is allotted to
the Cv1 connection.

A virtual point-to-point connection has properties of a physical connection. Once the session is
established, the signals travel over a circuit that is a dedicated connection. The limiting factors of
performance are the limiting factors of the physical elements involved. That is, the speed will be
determined by the slowest of the following three factors: the signal rate that the sending endpoint
Spl can send signals, the bandwidth of the network connection Cp1, or the speed at which the
receiving endpoint Sp2 can accept incoming signals.

A virtual connection is a circuit that is built for a particular session and exists for that session.
When the session is over, the virtual circuit is released. Most LAN topologies build virtual circuits
by providing the appropriate connections at a router or switch, because it is impractical to main-
tain a full set of physical circuits. In order to build a virtual circuit, the switching devices have to
have knowledge of their neighbors and a method for optimizing routes, and there is a certain
amount of system overhead involved in “building the virtual circuit” and “tearing the circuit
down.” That overhead can range from being very resource-intensive to insignificant, depending
upon the technologies used. From the standpoint of desirability, once the circuit is built, there is
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FIGURE 3.4

no disadvantage to sending traffic over a virtual circuit versus a physical circuit because a virtual
circuit uses a combination of physical connections as its route. Virtual circuits are the central con-
struct necessary to create virtual private networks, which are the topic of Chapter 29.

Virtualization is one of the great unifying concepts in computer science, one that becomes increas-
ingly important as the industry attempts to optimize system performance. Virtual machine technol-
ogy is becoming a standard method for all servers and will eventually migrate to the desktop. It is
possible to virtualize anything in computer science, provided that you have at least one physical
system to provide the needed hardware to perform the heavy lifting. In a sense, virtualization is a
form of redirection and partitioning,

Packet switched or transient connections

Figure 3.4 represents a completely different model for a point-to-point connection — packet-
switched or transient connections — where no connection is defined. The connectionless or state-
less model is the one that the Internet uses. The lack of a defined circuit completely changes the
mechanism by which data is sent and received over the network.

A packet switched or transient connection and its connection state table
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Referring to Figure 3.4, this type of connection uses what is essentially a connectionless model.
The sending and receiving systems are shown as Spl and Sp2 as two physical endpoints, but they
could just as well have been virtual endpoints Sv1 and Sv2, or any mixture of virtual and physical
such as Sp1l and Sv2. I've just shown one case for simplicity. The nature of the endpoints is not the
important differentiating factor here. The key differentiator is the lack of a defined path, which is
shown as the dotted line Ctl in the figure. No defined “circuit” means that the path varies and that
traffic travels over whatever route is the best available route at the time. The best way to think
about circuitless or stateless connections is that transmission proceeds on a “best efforts” basis.

This is the first of the point-to-point connections that is stateless; both A and B were stateful. There
are some very important conclusions that you can draw from this difference. In a stateful connec-
tion, the circuit is defined, whereas in a stateless connection there is no path defined.
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Stateful connections can be permanent, which supports sending traffic in a complete stream as a
series of bits, bytes, and characters. Traffic sent this way arrives sequenced (in order) and doesn’t
require reassembly. Indeed, traffic might not even need to be fragmented at all, depending upon
the size of the data being sent. In studies of corporate e-mail that I have been involved with, some
fraction over 90 percent of the messages are quite small, 3KB or less, but the remaining 10 percent
make up 90 percent of the data. With different applications, your mileage will vary, but the impli-
cation is that most data is fragmented because most protocols impose a limit on size in order to
make their error correction mechanisms tractable.

By contrast a stateless connection uses whatever physical path is available or whichever is the solu-
tion of some optimization or routing algorithm. Data as it arrives at an endpoint can travel the
same path or any other path. That means that packet-switched networks are able to more fully uti-
lize the physical network than any other type of connection can. For this reason nearly all com-
mercial network connections are based on a switching technology. Only high speed backbone
connections tend to deviate from this route. As shown in the associated state table, circuit switched
networks tend to send data in a fragmented form and use multiple paths. Performance is some-
thing that can be throttled allowing endpoints to vary the sending/receiving rate and modifying the
amount of bandwidth allotted to the connection dynamically.

A point-to-point connection can also be defined, but can be intermittent or transient, as is the case
in Figure 3.3. This is the case for token ring networks; hosts on the network get full use of the
token ring but only on a prioritized basis and only for a session. It is also the case for Virtual
Private Networks (VPNs) where the circuit is defined for the session.

To make a connection work when there is not a defined circuit, the sending system always chops
data up into chunks, called packets, frames, or datagrams. Each chunk is prepared in sequence,
encrypted if needed, tagged with a sequence number, made verifiable with an error correction
mechanism (usually a checksum), almost always encapsulated, and sent on its way. As each chunk
goes out, it is sent to a branch point in the network and routed by the best available path on a hop-
by-hop basis.

If a link goes down, no problem — the chunks of data are sent by other routes. Stateless connec-
tions are highly fault tolerant; they will survive even limited nuclear war. Not only that, but
because chunks may be routed over the best available path, the entire network can be utilized and
bandwidth may be fully exploited. This is not the case with stateful connections. It is for these rea-
sons that packet switched or transient circuit point-to-point connection technology dominates the
networking industry.

Notice that I called packet switched circuits an architecture and not a topology. While endpoint
addresses are known, the state of the connection cannot be defined. That means that higher-level
protocols must always be employed to make sure that data arrives where it is intended to, above
and beyond the Physical or Data Link layers.

Along the different routes, some packets will arrive faster than others and be out of sequence, other
packets will hit dead ends and need to be resent from the source, and some may arrive corrupted.
It is up to the destination endpoint to error check, resequence, and unencrypt the data. Stateless
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FIGURE 3.5

connections require that each node in the network, as well as the destination endpoint, be able to
participate in messaging that makes requests for data and acknowledges receipt. Messaging is an
additional overhead that stateless connections impose. In some cases, especially when there is a
high error rate, overhead can be a very significant burden. When applying Quality of Service (QoS)
protocols, it is always easier to manage QoS in a stateful connection and to guarantee a level of ser-
vice than it is in a stateless technology.

Switched connections

Figure 3.5 represents a switched point-to-point connection. When a circuit is available on a time-
varying basis, there are two different methods that can be used to provide access to the circuit: time
slicing and negotiated access. The public switched telephone network (PSTN) is the classic example
of this connection type.

A switched connection and its connection state table

STATES Sp1 Cs Sp2
S, 1 C.1 S.2 Physical Physical Network Circuit Physical Network
p S ® p
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Interface Switched Interface
. Transient
Logical Address Circuit Address
Si | Sent Single Received and
Igna Fragmented Path assembled

Partial Signal Intermittent Full Partial Signal

Performance Rate Bandwidth Rate

With time slicing, a node has access to the circuit at regular intervals. Time slicing is common in
microprocessors, but extremely rare in network technology. When you time slice access to a CPU,
there is nearly no latency involved in fetching information from a primary cache. On the other
hand, time slicing access to a connection requires circuit buildup and teardown, and that intro-
duces unacceptable latency into a network. That latency results in a very poor use of a network’s
bandwidth.

In Figure 3.5 the endpoints shown are physical endpoints Spl and Sp2. This is more commonly
the case for switched networks because it is the lack of physical connections and many physical
endpoints that typically drive the development of this network type. As with the packet-switched
network described in the previous section, the circuit switched connection Csl is defined at the
time the session is initiated. However, unlike packet switching, a circuit switched network’s con-
nection is complete during the entire session. The data sent over the connection may be frag-
mented, but it travels the same defined transient path. The advantage of a circuit switched
technology is that it can support data streams, allows for the physical path to be divided into chan-
nels, and by allowing the signal quality to drop can support a bursty operation.
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The predominant method used for a switched connection is a negotiated access to the network.
Any network technology that uses a token passing system for network access simulates a switched
network connection. Token passing is done on regular intervals so that even a node with a high
priority can’t entirely command a network’s bandwidth indefinitely. From the standpoint of other
users, a network that is controlled by a single node seems to be frozen and crashed.

Most network connections are switched to guarantee that a path exists between two endpoints.
Some network connections, such as bridging links, backbones, and others, are dedicated connec-
tions, but they usually represent only a small fraction of the connections on most networks.

Cross-Ref

For more discussion on routers, bridges, and switches, see Chapter 10. For more details on WANs and back-
bones, see Chapter 13.

Switched and Packet Networks

There’s a lot of confusion regarding the terms packets, frames, and datagrams because their mean-
ings are rather similar and depend upon the particular technology in use. A packet is a formatted
data chunk that is sent over a packet switched network. Packet switching is a stateless technology
that routes traffic on a packet-by-packet basis.

Packet switching was illustrated in Figure 3.5. On a packet switched network, the data is always
sent as chunks that are encapsulated with addressing, and there is no circuit defined. The switch-
ing is done at a computer, switch, router, or some other device, and the only role that the packet
plays in determining the route that it travels is to present its addressing, and perhaps other data
such as priority to the routing device.

The term circuit switching is applied to a network that builds a stateful connection between two
endpoints over which network traffic flows. The classic example of a circuit switched network is
the plain old telephone system, or POTS. As you can see in Figures 3.2 and 3.3, circuits can be
permanent or virtual. A circuit switched network can support the widest range of transport proto-
cols because data can be sent as a continuous stream, in whole, intermittently, or in chunks such
as packets. Because the endpoints “own” the circuit, at least for the session, the data can be sent in
any way that can be successfully negotiated between those endpoints.

In order for packets to be sent and received correctly, the packet data or payload is encapsulated
with supporting data such as addressing, checksums, and sequencing. This process is referred to as
framing or packet framing, and the data that is sent is referred to as frames. So packetization is the
process of chunking the data, and framing is a data format. This is entirely analogous to sending a
letter to someone composed of text and then formatting the data inside a word processor docu-
ment. The text is the letter and the formatting is the envelope.
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Remember that packet switching also requires a messaging component. Messages are packetized,
but because they may only require a command and no data, what’s important for message frames is
the data contained in the envelope.

The term packet can be applied to connections that are both stateful and stateless, as it refers to the
chunking process and nothing else. The term datagram is used when the technology employed is
over a stateless technology and uses what is considered to be an unreliable service. From the stand-
point of this discussion, an unreliable service is one that requires that each step in the process of
communication be matched by a messaging infrastructure.

Cross-Ref

Chapter 17 describes the Transmission Control Protocol and the User Datagram Protocol. Chapter 18 describes
the Internet Protocol. A more complete discussion of stateful and stateless communication and the mechanisms
used for each is contained in these chapters.
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A reliable service that uses packets may or may not send a message back to the sending system that
the data was received correctly, but an unreliable service always sends a message back to the send-
ing system. Not only that, but an unreliable service may also send a message back at each individ-
ual node that a packet or frame reaches. The Transmission Control Protocol (TCP), when
combined with the Internet Protocol (IP), constitutes what may be considered a reliable service,
TCP/IP. TCP/IP was constructed to ensure that the data sent is the data that is reconstructed
exactly at the receiving endpoint. As a rule, TCP/IP is slower than methods that don’t enforce reli-
able delivery or impose a quality of service.

In the Internet Protocol suite, you can see the impact of messaging on a hop-by-hop basis when
you issue a TRACERT command. That command builds a table from returned ICMP messages at
each step along the path that the PING packets take to their destination.

By contrast, the User Datagram Protocol (UDP) over an IP network represents an unreliable ser-
vice. UDP sends data in framed packets, but doesn’t require that the data be faithfully reproduced
at the receiving endpoint. UDP is used for streaming media and other applications where large
amounts of data are being transferred and where the loss of some data isn’t important. In a movie
passing by at more than 30 frames per second, your mind can’t perceive a frame that is missing or
out of place. It’s easy to remember what a datagram is if you remember that the D in UDP stands
for datagram and that this is the technology used for streaming music and video. So for anything
sent as a stream, the use of the term datagram is the correct one, although few people would ever
correct you if you used the term frame or even packet, instead. It’s a subtlety, but it's worth keeping
in mind.

Bus Architectures

The logical extension of a point-to-point connection is a set of point-to-point connections forming
a bus structure, with many nodes sharing a common medium in a daisy chain topology (described
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in Chapter 1). Early Ethernet versions, such as 10BASE5 (which used vampire taps) and 10BASE2
with coaxial cable mated with BNC connectors, have this type of topology.

In a bus architecture, the network bus defines a network segment that is a logical subgroup of net-
work nodes. Network segments not only have the property of common addressing but they also serve
as the boundaries for broadcast messages and represent the portion of the network over which net-
work collisions occur. Signals traveling on a network segment require that the signal not be endlessly
reflected back and forth on a network segment in order to limit collisions and lower network traffic,
which is accomplished by a mechanism called termination. A description of network segments, colli-
sion domains, and how termination works is described in the sections that follow.

Network segments

A bus may be viewed as a set of one or more network segments that share common network char-
acteristics and can communicate with one another with the least possible overhead. Every type of
network has at least one network segment. At a minimum a network segment consists of two or
more computers that share the same physical medium. Because a network segment represents a
fundamental unit in networking technology, let’s consider exactly how a network segment is
defined and what characteristics it might have.

In some instances, a network segment is a single point-to-point connection, but more often, it is a
collection of point-to-point connections. Some network devices, such as couplers, hubs, and
repeaters, extend a network segment across both connections. On a token bus network, a network
segment is defined as the physical layer between two different Media Access Units. Because a token
bus network works by passing a token along the bus from beginning to end, token bus networks
are considered a single network segment.

The definition of a network segment as one where systems share a physical network isn’t univer-
sally applied. Many times, network segments are defined as that part of a network where systems
can communicate with one another at the Data Link layer. That is, one system can communicate to
another system based on the system’s MAC addresses. Another way to look at this definition of a
network segment is that it represents a collection of systems where messages can be broadcast to
one another, or where all systems are on the same subnet.

Because a subnet is defined as all systems sharing a common IP routing prefix, by definition, all
systems in a subnet are in the same broadcast domain. A system on a subnet should be able to
browse or PING another system on that subnet. A router, by definition, separates two connections
into individual network segments. A broadcast domain is bounded by any Network layer (Level 3)
device such as a router or switch.

A collision domain may be bounded by any Data Link layer (Level 2) device, such as a switch. A broadcast
domain may be bounded by any Network level (Layer 3) device, such as a router. Chapter 2 describes the OSI
data model in detail.
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Because a subnet is based on a routing prefix, in theory, each connection on the router should be
an individual route. At the Physical layer, this is true, but a subnet is defined at a higher protocol
level: at the Network layer in the OSI model, or for TCP/IP, at the Internet layer of the TCP/IP
model. There is nothing that prevents having systems with the same subnet on both sides of a
router, provided that the addresses of the systems are unique. So while in most cases, networks
choose to isolate subnets on one connected link of a router for performance reasons, it isn’t always
the case. It’s a subtle point, but one you should be aware of.

If you separate parts of a subnet across a router, you are separating those fragments into different
broadcast domains. Therefore this book uses the term broadcast domain to represent any system in
a group that can receive a broadcast from another system, which is not necessarily the same thing
as a subnet.

Collision domains

It is important to be able to recognize the boundaries of a network segment in Ethernet networks in
particular, because they define what is known as a collision domain. A collision domain represents the
physical layer over which collisions are possible. A collision domain is bounded by any Data Link
layer (Level 2) device such as a switch. In designing networks, an important consideration is to limit
the size of any one network segment in order to minimize the number of collisions that packets have.
In a token ring or token bus network, only one node can communicate over the network at any one
time, collisions are largely avoided, and the idea of a collision domain does not apply. As a general
rule, collision domains are smaller than and contained inside broadcast domains.

Figure 3.6 shows a representation of collision domains and broadcast domains. The collision
domains are indicated by the circles in the diagram, while the broadcast domains are bounded by
the rectangles. On the left-hand side of the figure the two collision domains labeled PCs on
Segment_1 and PCs on Segment_2 are two different subnets each separated by a switch. Each of
those subnets has their own logical address (subnet) and is bounded by a Data Link layer (Level 2)
switch which defines the collision domain. The collision domain indicated by PCs on Segment_3
includes Hub_2 since a hub is a logical Physical level (Layer 1) device. The broadcast domains
include the switches that the subnets are connected to, but end at the routers, which are Network
layer (Level 3) devices.

Collisions occur on networks that use a shared transmission medium. By the term shared, I mean
that the wires are shared, as is the bandwidth of the connection. As mentioned previously, you can
use different token passing techniques to restrict network access. Systems of this type typically
have a node send data as a complete stream from the source to the destination. That means that for
the time that the entitled system has network access, it is in possession of a “dedicated circuit,” and
the throughput of that particular transaction is high. A dedicated circuit is one that can only accept
traffic from a single endpoint or network node. Data arrives at its destination in sequence and gen-
erally requires less error checking. However, not all networks operate in this way, nor is it desir-
able for them to do so.
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FIGURE 3.6
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A network collision occurs when an endpoint or node starts to read the signals coming from one
source, and before that data is completely received, it detects signals coming from another source
and either appends the signals or intersperses them with the first source’s data. Every type of net-
work connection has a certain error rate due to collisions, and every network transport method
employs a means for validating the integrity of the data it receives. The exception to this rule is a
full-duplex circuit where traffic flows in both directions and each direction is separated from the
other. As traffic on a network increases, the percentage of traffic suffering collisions rises, eventu-
ally becoming a significant burden.

To prevent network collisions, nearly all networking protocols include a messaging component
that acknowledges successful receipt or requests retransmission of any suspect communication.
There are different technologies employed to detect collisions. The two most common are:

® (Carrier Sense Multiple Access with Collision Detection (CSMA/CD). This is the pro-
tocol that many wired networks, such as IEEE 802.3 Ethernet, use. This method has net-
work nodes listen (carrier sense) to the channel they are on for quiet periods before they
transmit new data.
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Note

® Carrier Sense Multiple Access with Collision Avoidance (CSMA/CA). With this pro-
tocol, nodes actively signal to the network that they are about to transmit before doing so.
Collision avoidance is slower than collision detection because it adds additional steps to
each data transfer.

The two CSMA protocols are discussed in detail in Chapter 12 (for Ethernet CSMA/CD) and in Chapter 14 (for
Wi-Fi CSMA/CA).
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Signal termination

It is possible to have high collision rates, even on networks with low traffic, if the connections you
use aren’t properly configured. Many network technologies, just like system buses, require that
segments be properly terminated at their endpoints. Failure to do so results in reflection of the sig-
nal and collisions. Termination is meant to reduce signal strength to a point where any reflected
signal’s amplitude falls below the threshold of a recognized signal and is ignored.

A dedicated circuit means that during the periods when that circuit is not in use, the bandwidth
that the circuit represents is wasted. A dedicated circuit also means that the network must ensure
that the circuit is always available in order to provide a certain level of QoS. When you want to
maximize a network’s bandwidth or you are sending data over links that may be transient or of
varying quality, a different method must be used. That is the situation that the creators of the
Internet faced, and the purpose that TCP/IP was designed for. In TCP/IP, data is sent in pieces over
the best available route, and retransmitted when necessary. Packets arriving at their destination are
resequenced and validated. This allows for maximum use of bandwidth and fault tolerance at the
expense of additional overhead.

There are examples of network technologies that use neither a broadcast domain nor a collision
domain. They are categorized by the creation of a single dedicated link, usually established at the
Data Link layer (Level 2). Examples of these kinds of technologies are VPN and the Point-to-Point
(PPP) protocol. PPP links are authenticated, and data sent over the link is both compressed and
encrypted. PPP is used on many different types of Physical layer connections, from Unshielded
Twisted Pair such as phone lines, serial cables, cell phone links, and even fiber optic connections,
to Synchronous Optical Networking (SONET) networks. There is no broadcast domain because
the endpoint of the communication is the endpoint of the PPP link. There is no collision domain
because the link is dedicated and the PPP protocol does not support broadcast. However, the
encrypted data within a PPP frame can include a broadcast, but that is handled by the system to
which the data is forwarded.

Connection Points

Few networking technologies use a bus topology anymore; the increasingly low cost of switches
and routers have seen to that. Switches and routers serve as a locus at which a collection of end-
points may be connected. The problem is that a bus offers only limited upgrade capabilities and
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hardly any flexibility for moving things around. Most networks use connection devices of various
types: hubs, repeaters, switches, routers, and gateways. Chapter 9 describes these devices and how
they operate in detail, but for the purposes of this chapter it is worth taking a moment to discuss
why they are used and what complexity they offer in network design and architecture.

Cross-Ref

Chapter 9 describes hubs, repeaters, switches, routers, and gateways. Token rings are described in Chapter 12.

Hubs are the simplest devices; they are simply ways of extending a network segment. All devices
connected to a hub are on the same network segment, and the hub is simply a Physical layer
device that is almost like an extension of the wire. Signals travel through the low-resistance con-
nections of a hub unimpeded. From the standpoint of network topology, hubs create star shapes or
can be linked to create a hierarchical tree structure. A repeater is a hub that provides signal ampli-
fication. In a network segment that contains a hub, all of the previous discussion on a collision
domain and network segment applies.

Switches can be Network layer (Level 3) or Data Link layer (Level 2) devices, and they introduce a
physical separation between network segments. Routers are switches that are endowed with the
ability to route data intelligently using protocols that they understand and algorithms that run on
them, and by creating and exchanging stored routing data in memory or permanent storage. The
concept that these devices introduce is the route. A route is a defined path through a network from
the source to the destination. At a switch or router, the route would be defined as the path through
a network from that connection point to the endpoint. A route is composed of the different hops
taken through the network, which represents individual network segments.

Switches and routers are widely used on most networks today. They introduce great flexibility into a
network, provide node fan-out, fault tolerance due to route switching based on conditions, and for rout-
ers, the ability to adapt and optimize the route that data takes. In networks with only switches, routing
may be done at a host, but in networks with routers, the router is responsible for routing traffic.

Route optimization is necessary because there may be many paths from one endpoint to another and
some may be very slow or even intermittent. There are different types of routing optimizations possi-
ble that algorithms try to calculate, one based on the time it takes for travel, one based on calculating
the smallest number of network segments that must be traveled, and another based on maximizing
throughput. In most instances, optimization is done by providing the fastest route or the route that
offers the most throughput. It is possible to manually create and modify static routing tables.

Cross-Ref
Static routing tables are covered in Chapter 9.
There are four common routing topologies and include the following:

® Unicast (1:1). Communications that are sent from one endpoint to another endpoint are
referred to as unicast, and the process of sending this kind of message is called unicasting.
Unicasting represents a single destination system by whatever route or routes are used.
Many streaming services, such as Real Audio, use unicast technology.
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® Broadcast (1:all). A broadcast is sent to any system on a network (usually a network seg-
ment) that can hear the message. Broadcasts are generally confined to a single network
segment because they are very bandwidth intensive.

® Multicast (1:many). Multicasting is a message delivered to a group of nodes, usually
through a subscription or opt-in mechanism.

® Anycast (1:any). Anycasting is a message sent to the nearest or best destination, where it
is responded to by a single system.

Figure 3.7 shows these different routing topologies.

FIGURE 3.7

The four common routing topologies
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Gateways are Application layer (Level 7) devices. They are used to connect two different network
types together at any level of the network model. You might use this type of device to connect an
AppleTalk or IPX network to a TCP/IP network, although these days, most networks with Apple
Macintoshes and Novell Netware use TCP/IP as the preferred protocol. Gateways can also work
with applications, providing translations from an application such as a Web server to an e-
Commerce server.

Bus networks are open networks where there are no close paths; but many networks are built
using a ring topology. The most common examples of ring networks are the IBM Token Ring and
Fiber Distributed Data Interface (FDDI) networks. Were it not for marketing, we might all be using
Token Rings today instead of Ethernet, but that is another story. Rings are created in many ways.
In Token Rings, they are often wired together using a star topology where hubs connect to nodes
called stations, and one wire leads into the loop and another wire leads out. A ring topology has a
single collision domain and theoretically is a single network segment.

On a ring network, if a connection fails, the segment would be broken and the ring destroyed. To
alleviate this problem, ring networks use failover rings and MAUs. Many ring networks are built
using two rings, and can either use the second ring as an additional data path or keep it in a hot
backup capacity. The second technology uses devices that IBM calls Multistation Access Units, or
MAUs. A MAU works at the Data Link layer (Level 2) to create a logical ring structure from a net-
work comprised of star units.

To avoid collisions on a ring network, a method of network access called token passing is often
used. A token is sent around the network, and each node that receives the token compares their
priority to the one contained in the token. As data from one node is delivered, the arrival of a
token then allows another node to begin communication. With a token passing scheme, only one
node at a time has access to the network, but when that node is communicating, it is able to do so
at the full network speed using the entire network bandwidth.

Peer-to-Peer Networks

Peer-to-peer (P2P) networks are the first of a set of network architectures that will now be consid-
ered from a design standpoint. The previous networks described were bus networks that could be
considered as simply a collection of unrelated connections. P2P networks are created as a logical
extension of a collection of point-to-point links. P2P networks can use any one of a number of
technologies, and even be composed on the fly, creating a network composed of ad hoc connec-
tions. The key differentiating factor that determines whether a network is P2P or some other archi-
tecture is whether each node participates in the network interaction as a nearly equal partner in
processing data. Chapter 11 covers the topic of P2P networks in detail, but it is valuable here to
say a few words about P2P networks as context for other architectures such as client-server,
X-architecture, and multi-tiered networks that follow.

Cross-Ref

Chapter 1 covers the various network topologies that the different architectures can use, including bus, ring,
mesh, and hybrid networks.
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A peer-to-peer network has a different meaning, depending upon the context in which the term is
used. Microsoft uses the term workgroup for a peer-to-peer network on their operating system. The
services participating in a peer-to-peer relationship are the security service, file and print service,
and a shared Internet connection. In a Windows workgroup, only those workgroup members that
are on the same network segment using the TCP/IP protocol may share network resources of the
workgroup of which they are members. Microsoft differentiates their workgroup from a domain
network, which uses a directory service.

If you examine the situation more closely, you will find that Windows workgroups distribute the
server functions on whichever member of the workgroup is either attached to and sharing the
resource, such as a file or printer share, or attached to the first system on the workgroup to recog-
nize that a particular network service such as a browser is required. Microsoft imposes connection
limits on their workgroup members so that a personal Web server can only serve up to ten connec-
tions on a network. Microsoft Windows desktop operating systems are detuned versions of the
core server operating system with restrictions placed in the code in several other important areas.

Microsoft packages different sets of modules and extensions that seem to differentiate these OS ver-
sions more substantially than they are in fact differentiated. If you are willing to spend a little time
installing interface components, adding some additional features, and changing some of the runtime
behavior of services, you can make a Windows Server appear to an outsider to be nearly identical to a
Windows desktop. So even though it appears that workgroups are P2P, they are actually a fully dis-
tributed client-server system. A true P2P application, to my mind, uses other systems for data sources
and processes each application locally. This is a fine point, but it is worth keeping in mind.

Many people skirt this definition and only say that on a P2P network, nodes are equal in terms of
functioning as both a client and a server on the network. When you examine P2P applications such
as BitTorrent, Kazaa, and other applications that use this architecture, they tend to use a pure P2P
model for some functions and an ad hoc client-server model for other functions. You will find
some P2P networks use centralized (server directed), decentralized, structured, and unstructured
models, as well as hybrids of these types.

Cross-Ref

Chapter 11 goes into detail on the architecture of some of the better-known P2P applications, such as
BitTorrent and Kazaa.
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Client-Server Networks

A client-server network is a two-tiered software architecture where a server system performs pro-
cessing that is used by a client system or systems. Client-server systems are currently the most
commonly deployed form of distributed network computing and are often used in network appli-
cations such as databases, e-mail, browsers/Web servers, and other technologies that you are famil-
iar with. Client-server technology requires that the server run server software and the client run
client software; it also requires that these two pieces of software be either different or the same but
serve different functions.
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There is no restriction other than the ability to communicate with one another using the required
protocols where the server and clients are located. In most instances, clients and servers are on dif-
ferent systems. In some instances, the server and the client are on the same system; this is called a
single seat system.

In order to make a client-server application work properly, there must be a protocol that is used to
request services from the server and a protocol that allows the server to provide data and/or trans-
fer necessary data for processing from client to server. Often these protocols are part of a unified
protocol. Commonly used network data transfer protocols include HTTP (Hypertext Transfer
Protocol), SNMP (Sip), Java RMI, .NET remoting, TCP (Transmission Control Protocol), UDP,
(User Datagram Protocol), Sockets, Windows Communication Foundation (WCF), CORBA,
(Common Object Requesting Broker Architecture) and others.

The literature describes client-server interactions in terms of sequence diagrams — which are flow
charts that illustrate how messages are related and sequenced — and store these diagrams in files
formatted in a standard interchange file format. You may encounter the terms timing diagram, event
scenarios, or even event tracing diagrams in place of the term sequence diagram. These days,
sequence diagrams are stored most often in Unified Modeling Language (UML) files. Figure 3.8
shows a sequence diagram in Effexis Software’s Sequence Diagram Editor utility (www . sequence
diagrameditor.com). This utility and others in its class allow you to design a sequence graphi-
cally and then save it out to a UML file.

FIGURE 3.8

Effexis Software’s Sequence Diagram Editor utility
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In a classic client-server architecture, there is a clear differentiation between the actions of a client
and a server. A client can initiate a request and processes the response when the reply is received.
An application on the client that has made a request is dedicated to that request and waits for the
server’s reply. Clients can be connected to one or more servers concurrently, but most often there
are a limited number of connections in order to preserve client performance. For example,
Microsoft Internet Explorer can create and manage four connections, and Apple iTunes can man-
age three connections. Because actions at clients usually involve user interaction of some sort, cli-
ents often provide a graphical user interface, or GUI, application.

The term server can be applied to a specific application, program, or software module that can per-
form computing upon request. A server can also refer to a hardware platform or appliance that
runs any of these categories of software. Servers can advertise the availability of their service, but
do not send data to clients without a request. Servers can be configured using a configuration util-
ity; sometimes they are GUI applications, and many times they are Command Line Interface (CLI)
utilities. When a server is running, it creates a process called a service. Services related to operating
system functions are often managed within the Services utility provided by the server’s operating
system.

Windows Server’s services, for example, can be managed within a Microsoft Management Console
(Services in Administrative Tools) for later versions of the operating system, or within a Control
Panel for earlier versions. Services also appear in the Manage Your Server utility for Windows
Server 2008. When a service is part of an application such as an enterprise database, it is common
for the vendor to include a management utility or console in which services are configured and
turned on and off. Services can be disabled, turned on automatically at startup or after a delay
(Windows Server 2008), or set to be turned on manually.

Multi-Tiered Networks

Multi-tiered architecture, sometimes referred to as n-tiered or n-layer architecture, is a form of cli-
ent-server architecture where a middleware service negotiates transactions between client and
server. In this architecture, the client talks to the middleware server, the middleware server talks to
the server, and in return the server talks to the client through the middleware layer. Examples of
middleware applications are the various transaction servers and Java 2 Enterprise Edition.

Figure 3.9 shows a two-tier or client/server versus a three-tier architecture. In nearly all deployed
n-tier applications, a three-tier architecture is used. A client/server has two different layers only,
the client and the server. The different layers in a three-tier architecture provide separation
between different fundamental network functions as follows:

® The client layer or presentation tier provides user interaction and system management tools.

® The middleware layer or logic tier enforces the logical rules of the system and manages
interactions in the form of discrete transactions.

® The server layer or data tier consists of server applications and services, which provide
access to stored information.
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FIGURE 3.9

Two-tier versus three-tier architectures
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Adding a third tier to a client-server architecture provides a number of very specific benefits. By
decoupling client from server, you can use the middleware server as a translation service, talking to
each with a different protocol. The middleware layer abstracts both the client and the server, mak-
ing both locations transparent to the other, and allowing any transaction that reaches the middle-
ware server intact to survive a loss of the client or server’s connections or the loss of either system
for any reason. Transactions provide the ability for exchanges to be message-based and to comply
with the ACID (Atomicity, Consistency, Isolation, Durability) model. When there is a transaction
failure on an n-tiered network, those transactions can be rolled back. The ACID model describes

the properties that a database transaction must maintain in order to be reliably processed as a well-
defined single logical operation.

Three-tier systems are much easier to scale and provide much greater range for modular design

and non-disruptive upgrades. The reason that this is true is that the middleware layer essentially
decouples the client layer from the server layer. Should you require a major upgrade or change to
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the middleware layer, you can create this new system and change the references in the client and
server software to point to the new middleware systems. Often it is possible and desirable to
deploy multi-tier systems with different operating system platforms.

Thin Client/Server

The last of the network architectures that you will consider are client-server and server-client
architectures based on thin clients. A thin client can be a terminal with networking and display sub-
systems but with little processing power. Thin clients can also be computers or portable devices
running a lighter-weight operating system such as a stripped-down form of Linux, an embedded
Real-Time Operating System (RTOS), or Windows CE. They can also be fully enabled computers
running client software. Thin clients are thin because most of the processing is being done on a
“server”; the thin client serves to provide input and display.

I've placed the term “server” in quotes because there are two different types of client-server net-
works in use; they both do more or less the same thing. X-windows calls the application running
on the client the server and refers to the server or provider of the data as the client. X-windows
runs graphical applications on workstations with the workstation being responsible for display and
the server being responsible for processing everything else.

The second type of thin client/server is essentially the same thing, but reverses the naming conven-
tion. In Windows Terminal Server, for example, the thin client is the workstation that displays the
application on its monitor, and the server is the system that does all of the processing. A Windows
terminal is taking graphics information that was processed on the server and rendering that infor-
mation. The key point is that a thin client/server has the workstation as the client, whereas in
X-windows, the workstation is considered to be the server because that is the system that is initiat-
ing the commands (as is also the case for the client in a thin client/server system).

Terminal servers

A terminal server is an example of a thin client network where the server runs processes for multi-
ple connected clients. The best-known examples of this centralized computing model are Windows
Terminal Server (a service of Windows Server 2008/3) and Citrix XenApp (formerly Citrix
MetaFrame (www.citrix.com/English/ps2/products/product.asp?content]D=186). In these network
systems, the server’s memory is partitioned and instances of the unique portions of the desktop
operating system are run on the server inside each partition. The parts of the operating system that
are common to all running instances are runs in a shared memory space, which is why a server can
run many terminal sessions at the same time.

When a thin client logs into the server using a special display transfer protocol such as Microsoft’s
Remote Desktop Protocol (RDP) or Citrix’s Independent Computing Architecture (ICA), in both
cases the display of the desktop running on the server is sent over the wire in compressed form to
the thin client. Applications and services can be run in the client instances on the server, and the
results appear as they are calculated and transferred with little data actually being exchanged.
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The nature of terminal server technology means that a powerful server with enough memory can run
many desktops on a single system, or that a server farm can be employed to distribute the processing
load as needed. Because the server is under administrative control and the desktops closely con-
strained by system policy, the user has little opportunity to modify the software or alter the hardware
in ways that would be problematical. Indeed, many thin clients are sold as diskless systems.

X Window networks

The second type of thin client solution is the X Window System, which is based on the X11 net-
work protocol. In an X Window system, the server is the application on the thin client (X terminal)
that provides access to the system on which processing is occurring using the X display protocol. X
Window calls the processing system the client. The oldest versions of X Window ran on UNIX and
DEC OpenVMS, but modern versions of X Window can be downloaded for any desktop operating
system you can name.

Note

For information on X Window products go to: www.x.org, http://xwinman.org/, and http://en.wikipedia.org/
wiki/X-windows.

The X Window System server opens a graphic user interface such as GNOME or KDE on Linux in
the window. X Window is particularly useful when you want to run a process on a computer with
a different operating system from another system on the network. X Window’s applications are
transparent over the network; what you see on the desktop (the display server) is running as an
application on the client. X Window is a client-server technology, just as terminal servers are.
However, here the server is the system giving the orders (user commands) and the client is the
application. X Window considers that it is the application that is using the display services of the
thin client as its server. Although the names applied are direct opposites, the underlying network
architecture is the same.

X Window has a long history behind it and many unique features. If you are working on a hetero-
geneous network, it might be a technology you want to look at.

Summary

This chapter presented a number of general network design principles imposed by different net-
work devices. Among the topics described was how topology can relate to the type of network
architecture. The difference between a topology and an architecture was considered.

Point-to-point connections are considered physical connections, virtual connections, transient con-
nections, and links where there is no defined (unique) connection. When nodes share a physical
medium, they are a segment. Segments define collision domains. Collections of segments are sepa-
rated by connection points such as switches or routers. Different routing types, as well as switched
and packet networks, were discussed.
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In this chapter, you learned about peer-to-peer, client-server, multi-tier, and thin/client server
architectures.

In the next chapter, you will learn about different methods for network discovery and how you can
use them to map out a network and the resources that it contains.
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Network Discovery
and Mapping

work. There are various mechanisms that are used to enumerate

devices, including node advertisement or broadcasting, browse lists,
polling, and direct connections. Many times, combinations of these
approaches are used. These different approaches are protocol independent,
although many protocols are developed with a particular method of discov-
ery in mind.

N etwork discovery is the way systems and devices are located on a net-

Network discovery uses a separate set of processes and protocols from name
resolution. In order to be useful, both must work properly on a network.
The methods used to look up names on a network are described. They
include checking the HOSTS file; doing a DNS lookup; checking the
NetBIOS name cache, WINS servers, and ARP broadcasts; and checking the
LMHOSTS file.

A network connection is a defined path with two endpoints. Different types
of network connections can be defined. Paths (or circuits) and endpoints can
be either physical or virtual devices. A private circuit or channel can also be
defined that is the basis for virtual private networks. Connections can be
either stateful or stateless. A stateful connection retains the definition of a
connection during and sometimes between sessions. Stateless connections are
used when the path isn’t defined.

Simple Network Management Protocol, or SNMP, is the Internet Protocol
used to provide rich information about managed network devices. It works
with local agents on managed nodes and stores data in a database with a
standard structure. SNMP can be used to map networks and to send com-
mands to and change the configuration of systems and devices.
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Mapping is a process by which discovered network elements are graphically displayed in relation-
ship to one another. Discovery creates a populated database of network objects: devices that are
endpoints, wires that are network paths, and other elements. Discovery then establishes how dif-
ferent objects are connected. Mapping relies on the discovery process to establish the current con-
dition of the network. Because networks change and different objects may appear or disappear
over time, the state of any network map is often necessarily incomplete.

Network Discovery

Network discovery is a set of processes by which one system or device finds other network systems
and devices. Discovery can take the form of advertising network elements using a broadcast mes-
sage, by collecting and distributing a list of network elements through browsing, by polling which
uses a broadcast request/response mechanism, and also by directly communicating between differ-
ent nodes or systems. All of these mechanisms are used, and each mechanism has different charac-
teristics that make it useful in different circumstances.

Network devices advertise themselves as being attached to the network, or when asked by another
device to respond to a discovery request, as shown in Figure 4.1.

The simplest form of network discovery is through a broadcast message that advertises the avail-
ability of a network element. In this scenario shown in Figure 4.1, node A initiates a broadcast
after initializing its network interface. The workstation labeled A in the figure appears on the net-
work and sends out a short message indicating that the system is now up and giving the system’s
interface address. Systems that receive the broadcast from node A add that node to their network
list.

An example of a protocol that uses network advertisement would be the Bootstrap Protocol
(BOOTP), where an advertisement is sent to obtain a dynamic IP address. In a broadcast advertise-
ment system, the message indicating the system’s availability is added to routing tables on a router,
and to individual systems. Broadcast advertisement is a reasonable mechanism for obtaining infor-
mation from a single system, such as a DHCP server, on small networks and for workgroups; but
on medium and large networks, a broadcast mechanism is a very inefficient method for network
discovery.

Because assigned friendly names change over time, broadcasts do not usually provide a system’s
friendly name. Networks rely on name resolution services to translate a network address into a
friendly name. Examples of name resolution services are the Domain Naming Service (DNS),
NetBEUI, NFS, and others.

Network discovery is most often the result of an Application layer event, such as opening a
Network folder or a Get (Open) or Put (Save) dialog box that requires the network be displayed.
What happens next is a function of the particular applications, the protocols in use, and the oper-
ating system.
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FIGURE 4.1

Network discovery using a broadcast advertisement mechanism
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A more efficient mechanism is to create a list of network elements that is dynamically updated.
That list is often called a Browse list because when a system initiates a network discovery, the list is
used to populate the network in the application. The system that manages the Browse list is called
the Browse Master, and different NOSs and protocols handle this process in different ways. In
workgroups, the Browse master is based on an election; in domains, the Browse master may be a
domain server. In any event, a browse operation finds the Browse Master and requests the Browse
list in order to store a local copy. Browse lists usually have an expiration period after which a
system will attempt to refresh its local copy. A browse mechanism will sometimes be missing sys-
tems that have appeared on the network recently or show systems that are unavailable, but the
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mechanism has the advantage of greatly reducing network traffic compared to a broadcast mecha-
nism and is a fast process.

Figure 4.2 shows a browse operation. A network window is opened on B which causes a browse
request to be issued. That request finds the Browse Master, which returns the current Browse list.
The Browse list is then used to populate the network window. Notice that nodes A, C, and D do
not need to be involved in a Browse operation.

FIGURE 4.2

Network discovery using a browse mechanism
Network

> browsed
in window

Browse list

Browse Master

Browse list
4. Browse list
used to
populate window

p81ed0| JBISE\ 8SMOIYg T —b

Router

64



Chapter 4: Network Discovery and Mapping

Another broadcast mechanism is called polling. In polling, as shown in Figure 4.3, a node broad-
casts a message requesting that other network elements respond and make themselves known. As

responses come back, the responses of the network elements are used to populate the network list.
A common use of a polling mechanism is in the area of router discovery where a router builds it
routing table or Routing Information Base (RIB) through this mechanism. Polling has all of the dis-

advantages of any broadcast mechanism and is a slow process.

FIGURE 4.3
Network discovery using polling or direct communication mechanisms
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The last of the discovery mechanism involves enumeration of network elements through direct
communication. If a node maintains a list of network elements, it can use a direct communication
to talk with nodes that it knows about and get those nodes to tell it about nodes that they know
about, and so on. A direct communication method coupled with polling is the preferred method
for discovery in routers today.

Network discovery is ubiquitous, and it’s built into all networked devices at a fundamental level.
Network Interface Cards (Network Adapters or NICs), routers, switches, and even printers all store
what is called a Media Access Control (MAC) address in their firmware. A MAC address is unique
and is assigned by the manufacturer during the manufacturing process. Two identical MAC
addresses represent a fundamental network error.

Caution

Although MAC addresses are unique, they can be spoofed. Spoofing incorrectly identifies the MAC address in
communicated data and is an attempt to disguise the true origin of the sender. MAC addresses can sometimes
be changed in software.
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Notice that so far, I've made no mention of any particular technology used to implement the pro-
cesses described in this list. Most books tell you that some networks use the Small Message Block,
or SMB, protocol for browsing, or that they use NetBIOS over TCP/IP (NBT) for name resolution,
or that they use the Address Resolution Protocol (ARP) to broadcast over IP networks; and, indeed,
later chapters in this book will say the same thing. You might not remember those TLAs (three-let-
ter acronyms), but chances are you can remember the general principles in this chapter. As a
group, discovery technologies tend to be treated in a fragmented manner by many networking
books, often as almost an afterthought. However, network discovery is fundamental to every mod-
ern network’s function and needs to be grasped on a conceptual level.

It's important to understand that while there are many different network protocols in use for the
network discovery functions just described, it is the functionality that drives the protocols and not
the other way around. All modern network operating software, management software, and just
about any application or utility you use relies on discovery to perform the services and functions
that the software provides. You can’t open a GET (Open command) or a PUT (Save or Save As
command) operating system dialog box that involves an external device without initiating a discov-
ery operation.

Some discovery services can be very rich, indeed. A rich discovery service not only advertises the
existence of devices, but it also passes a set of attributes from the responding device. Rich discov-
ery services give, at a minimum, the device status and may contain a listing of hundreds of attri-
butes that you can query, or these services may provide a command and control function that can
reconfigure devices. Some discovery services can automatically map networks — even complex
networks with tens of thousands of network nodes — which is an amazing process to behold.
Mapping is used for asset management, network optimization, and a truly varied range of capabili-
ties that make modern networks practicable.

The most widely used rich discovery method is the Simple Network Management Protocol
(SNMP), which is described in more detail later in this chapter. The Windows Management
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Interface (WMD) is another technology that extends the Windows driver model to provide device
characteristics on Windows networks. Both store device information in a database format: a
Management Information Base (MIB) file for SNMP devices, and a Common Information Model
(CIM) repository. A technology called Web-Based Enterprise Management (WBEM), and pro-
nounced “Web-em,” is related to CIM and is yet another systems management function that is
briefly mentioned later in this chapter. All these technologies are based on the Common
Information Model.

Network management systems rely on these technologies for their operation. Any device that can
be managed in network software is discoverable; the denial of discovery is the basis for many secu-
rity devices such as firewalls. Network management tools can make difficult tasks easy, such as
automatically deploying an operating system to many systems on a network, or complying with
Byzantine licensing regulations scattered over a diverse collection of hardware.

Node advertisement

In node advertisement, a system or device wants to establish that it is available to provide a service,
and so it broadcasts its availability, as shown in Figure 4.1. Some broadcast methods request a
response when they reach their target system, or when the first located system that meets the crite-
ria of the broadcast replies. In this section, you learn about some of these broadcast discovery pro-
tocols.

There are four common broadcast services that use this type of approach on current networks:

® Dynamic Host Configuration Protocol (DHCP)
® Bootstrap Protocol (BOOTP)
® Routing table updates

Simple Network Management Protocol (SNMP)

Cross-Ref
Routing is described in Chapter 10, and ARP is cov ered in Chapter 19.

DHCP is the method used for dynamic IP assignments on networks. DHCP is a required broadcast
service because it needs to be found by any system that requires a dynamic address assignment,
when that system requests a dynamic address. Similarly, the BOOTP protocol is used to advertise
for systems that haven’t yet loaded their operating systems and need to obtain an IP address from a
pool that the BOOTP server maintains. The BOOTP protocol is used to push an operating system
image down to a bare metal computer (one that has no software), or to boot a thin client that has
no hard drive and runs its software on a terminal server.

All of the common routing protocols use a broadcast technology to update their routing tables on

the network. These protocols include the following: the Routing Information Protocol (RIP), which
is used in UNIX systems such as BSD (Berkeley Software Distribution) in the routed daemon; Open
Shortest Path First (OSPF); the External Gateway Protocol (EGP); and the Border Gateway Protocol
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(BGP). RIP is referred to as an Interior Gateway Protocol (IGP) and uses a distance vector routing
algorithm for updates that time out after a certain number of seconds. OSPF is the most commonly
used IGP on large networks. Of the two Exterior Gateway Protocols (EGP) used today on the
Internet, the most commonly used is BGP, which uses a broadcast discovery technology.

Cross Ref

Routers are described more fully in Chapter 9.

SNMP is covered later in this chapter.

Browsing

When you open a Network folder to view connected systems, you are performing a browse opera-
tion. The fact that the result is so simple — items show up in the window — is the result of many
different processes that are going on. It includes actions that have previously occurred, and actions
that your system and the network take, based on your browse request. Figure 4.4 shows a browse
sequence. The sequence for actions would start with the opening of a network window on system
B. If a current Browse list is cached locally, then that is used to populate the Network window. If
not, a Browser request may be made using a protocol such as NetBEUI to the Browse Master and
the Browse list is obtained from that system.

FIGURE 4.4
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A network browse command can rely on the following preexisting network characteristics:

® Systems and devices that have already registered themselves on the network, are on the
Browse list found on the Browse Master.

e The router maintains a router table containing other routers and known addresses.
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® Systems and devices have announced their presence on the network to the Browse Master
when they are polled, updating the lists.

® (Clients that have previously queried the Browse Master may cache the list of machine
names for later use.

Depending upon the system used, a browse list can take a long time to populate. The refresh inter-
val is something that can often be modified, either as a Registry entry in Windows or as a prefer-
ence in the Browse Master software, such as nmdb on a Samba server. A Browse Master is a
network service running on a system that maintains a master list of network elements.

Different operating systems and software can replicate the Browse Master across a set of systems to
improve performance, add fault tolerance, and work with different protocols. You may find that a
browse system contains not only a Browse Master but also a Domain Master, Local Master,
Preferred Master, or some other type of system list management server. The Browse Master does
not need to be a domain server. In a workgroup, it can be any system. Some applications also have
this capability; on a Samba file server, for example, you can elect to have that system be the Browse
Master. A domain server is a system that maintains the security database for member systems of a
network domain.

The browse command can initiate the following actions:

® Go to the local name cache to start the browse process, and partially populate the browse
operation if the system has been started and is running for a while. Keep in mind that the
browse list can take up to an hour to populate accurately.

® Go out to the Browse Master and obtain the browse list stored on that system.

® Send out a request for available systems (polling is discussed in the following section).
The discovery of network systems and devices is only half of the problem; many services and pro-
tocols must match a network address to an assigned or friendly name. When a system wants to
communicate with another system or device, it requires a network address; only a few services can

work with machine names directly. That address is determined as a lookup operation in a table
maintained by a service that is queried as part of the name resolution process.

Cross-Ref

Chapter 19 covers the different technologies used to determine addresses on TCP/IP networks.

A lookup operation may include any of the following steps and is performed in the order listed
below:

1. Look up the system name in the HOSTS file.

2. Perform a DNS lookup.

3. Check the NetBIOS name cache (on Windows). Note that NetBIOS over TCP/IP is being
deprecated in favor of DNS.

4. Query the WINS server (on Windows), if one exists.
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5. Perform an ARP broadcast name lookup over UDP.

6. Check the entries in the LMHOSTS (on Windows) file. LMHOSTS stands for the LAN
Manager HOSTS file, and is the Windows version of the HOSTS file.

Polling

Polling is a much slower process than finding a list cached somewhere on the network and return-
ing the list to build a network list. Polling is a slow process that requires clients’ responses to build
a browse list. Figure 4.3 shows an example of polling. Because of the overhead involved in polling,
only the Address Resolution Protocol (ARP) is in common use. ARP provides a fallback protocol
for name resolution when other methods fail. ARP is used on all types of networks, not just TCP/IP
networks. You can use ARP on any LAN network — Token Ring, 802.11x wireless, or IP over
ATM — to resolve IP addresses. ARP’s major disadvantage is that it is a non-routable protocol. As a
Link Layer protocol, ARP cannot be broadcast across a router; it applies to a single subnet.

Cross-Ref
DHCP is discussed in Chapter 18.
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Connections

A network connection or circuit is a communication path between two endpoints. Network con-
nections can have a variety of characteristics, some of which are universal and others which are
dependent on the type of network in use.

An endpoint is an addressable entity that can send and receive network traffic. Endpoints are the
network interface and not the systems or devices that the network interface resides in. To be even
more specific, a NIC is simply an add-in card and a packaging device for an application-specific
integrated circuit (ASIC), which is the integrated circuit that is part of the Physical and Data Link
layers in the OSI model. To be precise, the endpoint of a network connection is defined by a set of
software routines that can send and receive network traffic over the wire, with some portion of the
interface defined by the physical implementation of digital signal processing required to turn data
into signals that are transmitted.

The concept that an endpoint can be captured in software leads you naturally to a central concept
in computer science, that of virtualization. Virtualization is where a system or device is emulated in
software. It is possible to create a virtual endpoint or virtual interface in software whenever you
need it. If you work in a virtual machine environment, and many systems create these types of
emulated machines, then not only is the computer’s operating system virtualized, but devices such
as network interfaces are also virtual. Virtualization abstracts function from implementation, and
appears in systems where emulation is required, in products like Virtual Server and VMWare, and
in many other applications besides.

A path or circuit is the second part of a connection’s definition. A path can be a dedicated physical
circuit that can be traced from one endpoint to another over a wire that can be identified and is
unchanging. Some networks work in this manner, mostly smaller networks where the number of
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connections is manageable. However, because network fan-out creates an exponential number of
possible connections, most networks do not define persistent physical circuits because that would
be prohibitively expensive. Instead, networks use a switching technology to create a transient cir-
cuit, depending upon network conditions. Transient circuits are created and then released after
their use. They are contrasted to permanent circuits where the same path is used for an entire ses-
sion, and not just for a data transfer. Network traffic is routed over a transient circuit, based on
sophisticated routing algorithms that determine the shortest path, least congestion, highest-
performing switch, fastest transmission medium, and whatever other factors the switch or router
designers want to model.

Not all network connections are designed to be either persistent or transient. When designing a
network that is inherently unreliable, different methods must be used. This is exactly the problem
that the designers of the Internet were trying to solve. How do you create a highly fault-tolerant
network when large portions of the network are disrupted? The solution to this problem was to
use packet-switched networks, which send a stream of packets from one endpoint to another. A
packet is a specially formatted segment of transmitted data. When you talk about network connec-
tions on a packet-switched network, you are describing a virtual circuit; the path is undefined or
dynamically assigned and can change at any moment depending upon conditions. One packet in a
stream may travel over one route, and the next may travel over another.

Virtual circuits can be created within a connection as a separate channel that carries only a certain
type of data. This is the basis for Virtual Private Networks (VPNs), where secured traffic flows from
one endpoint to another. To create a VPN, two applications must negotiate a set of connection
parameters that define the behavior of the virtual circuit.

Cross-Ref
For more information on VPNs, see Chapter 29.

In describing connections, I have used the terms persistent and transient to indicate the path defini-
tion. The terms used in computer science for these two types of connections are stateful and state-
less. A stateful connection is one in which the connection is defined between two endpoints for an
entire session and can be invoked after the session is complete to recreate the original connection.
A stateful connection also stores attributes of the connection that will be reestablished. The term
stateful is also applied to any process that takes the nature of the contents of communications into
account. A firewall performs stateful inspection when it examines not only the headers of packets
but also the contents.

Figure 4.5 illustrates the different types of circuits in a graphic form. The endpoints are the circles
at the end of the lines, which represent connections or paths. A solid line or circle indicates that
the network element is persistent; an empty circle or dotted line indicates that the network element
is transient. In the bottom case (private connection), the small solid line is contained within an
empty larger line, indicating that the connection is not only transient, but secure.

Figure 4.5 shows five different types of network connections that can be defined.
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FIGURE 4.5

Five different types of network connections
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In comparison, stateless connections are those in which the path used is indeterminate and only
the endpoints are known and the connection is transient. No details of the connection are retained
or managed. An example of a stateless connection is communications using the HTTP protocol
over a TCP/IP network. As previously mentioned, packets can travel by any convenient route
between the two endpoints. A measure of “statefulness” can be applied to stateless connections
without changing the classification of the connection type by recording transient information in a
manner that allows the information to be retrieved later. That is exactly what Web sites do when
they put a cookie on a computer; it stores information about the user, prior sessions, and other
details.

Connections are named objects in all network operating systems and are programmatically accessible
in any of the object-oriented programming languages in current use. Network objects have a number
of attributes that describe them and that are important in understanding how connections function.
Those attributes include the state of the connection, the protocols in use, and other factors. Another
defined object related to connections is that of a session. A session is a defined period during which a
network connection is engaged in a communication of a defined type. For some system functions, the
session may be defined as the entire time that a network interface is up and running, sending and
receiving traffic. Applications use the concept of a session to set rules such as the allowed bandwidth,
the Time to Live (TTL) parameter that packets have, and others. The attributes of connections and
sessions allow two systems and devices to negotiate the connection properties.
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Simple Network Management Protocol

As networks became more complex historically, the need to discover, manage, and control devices
on the network became an important concern. The Simple Network Management Protocol (SNMP)
was developed within the framework of the Internet Engineering Task Force (IETF) to provide a
means to address these needs. SNMP is an Application layer (Layer 7) protocol that has become
the most widely used method for managing network systems.

SNMP has five built-in elements that are part of networked devices:

® SNMP protocol. Used to communicate between devices and SNMP-enabled software over
TCP/IP networks.

® Managed objects. Respondent devices such as Network Interface Cards (NICs), routers,
switches, printers, and a panoply of other devices.

® Agents. A small software module that is resident (running) on a managed object. It collects
data from the object and from network traffic and makes it available to SNMP queries.

® Management Information Bases (MIBs). MIBs comprise an object database that stores
information about managed objects. Many, if not most, data objects used by SNMP
devices are READ-only (the Device Model, for example). Other data objects are READ/
WRITE (the Device Name, perhaps) and are therefore variables that are used to manage
objects.

® Management console. Where data queries are collected using SNMP-enabled software.

SNMP software can communicate with these elements to develop a picture of the network, create
an inventory of the device’s state or functions, and receive and react to those events. The model
used by SNMP is used by other vendors as the model for their own management systems. The
Windows Management Interface (WMI) from Microsoft, which is discussed later in this chapter, is
one example of a proprietary SNMP implementation.

SNMP network management uses SNMP commands to send and retrieve data collected from the
SNMP agents on managed nodes. Figure 4.6 shows how SNMP discovery and management works.
A management console collects SNMP responses and stores and displays the information to users.
The console can also be used to send SNMP commands that modify device settings. A managed
node, labeled as a circled N in the figure, is one that can accept and act on SNMP commands. The
circled A represents SNMP agents, which are small software programs that can send and receive
SNMP information. SNMP has very broad product support.

Figure 4.6 shows how these different SNMP elements interact with one another.

Control console management software sends and receives SNMP commands from other devices on
the network. Console management software is an application that can store device information,
display it to a user, and change device settings through user commands. Devices that can initiate
and respond to SNMP commands are referred to as a party, a name that is formalized within the
SNMP version 2 definition. A party is a single identity that has a unique network location. Each
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FIGURE 4.6

party in an SNMP communication has an authentication and privacy protocol that it uses to estab-
lish a secure link with other parties. Devices that are SNMP-enabled (entities) may contain multiple
parties within them, provided that each is unique. An example of an entity would be a router,
where each individual port of the router would be a party. A router can be managed down to each
individual port level.

SNMP network discovery and management
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Network management software works by installing small software modules called agents on man-
aged devices. Usually the software is installed with deep hooks into the operating system so that
the agents are difficult to remove. Agents can also be installed by a vendor as part of the hardware
on any device that can be managed, but not all vendors go to the expense or trouble to incorporate
SNMP agent software. There is a range of software that can discover, manage, or map network
devices using SNMP, including the following: shareware applications that you can download for
free from sites like Download.com or Tucows.com; commercial packages such as WhatsUp Gold
(www.whatsupgold.com) from Ipswitch; and many of the components of the large network frame-
work management systems, including LANtastic, HP OpenView, IBM Tivoli, CA NSM (formerly
Unicenter), Altiris, ZENworks, and many others.

SNMP is a broadcast technology that operates at the upper layer of the network model, the
Application layer or Layer 7. Software can send out a request or query to any party that can listen
for it, and to which another party can respond. SNMP uses a small command set that should be
very familiar to anyone with knowledge of how the HTML protocol works. Commands used by
SNMP, such as GETs, are used to communicate with specific agents on managed devices. Variants
of these commands, such as GETBULK or GETNEXT, can be used to communicate with multiple
devices. Agents also advertise their availability by sending out INFORM or TRAP commands that
can be collected by management systems. Any data object that is writable can be changed using a
SET command.
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The Management Information Bases (MIBs) collect data on a managed node or system. The data
that an MIB contains is defined by the device type but is extensible. SNMP makes no demands on
the type of information stored on a device, or which device attribute can be a variable. What SNMP
specifies is the manner in which information is stored in the MIB files, and the manner in which
the information is exposed.

SNMP devices can change states at any time, and so the model requires that a device can advertise
a change of state without waiting to be polled on its state. The MIB module on the device stores
events that occur and then advertises these events by issuing what is called an SNMP trap for that
event. Listening devices can intercept the trap and then request the details if required. SNMP is
traveling over packet-switched networks such as TCP/IP, and so a management console can’t
assume that it has received all of the available traps that have been issued. Therefore, SNMP man-
agement software will, at an interval defined in the software, poll each managed device to update
its status. Trap-directed polling requests that specific devices update their status, and because both
parties in the communication are known, the traps are reliably received and updated. When an
important trap is received, the interval between status updates is changed so that updates from the
device are done more frequently.

In SNMP, MIB files are organized into a hierarchical namespace, an upside-down tree structure
where each node is an object identifier, or OID. Individual OIDs may be READ, SET, or both. The
ISO’s Open Systems Interconnection (OSI) Abstract Syntax Notation (ASN.1) standard defines the
syntax by which a MIB file is queried, and is something that is platform independent, using a set of
rules that describe the MIB file called the Structure of Management Information (SMI). You can
examine the structure and contents of an MIB file using any number of SNMP-enabled utilities.

Shown in Figure 4.7 is OidView Professional (www.oidview.com), one of the many SNMP utilities
that are available to view MIB files, their structure, and the data that they contain. OidView per-
forms SNMP analysis and presents the data in an MIB Browser. Different panes can display a
searchable and navigable data tree, data analysis, graphs and traces, captured SNMP traps, and dif-
ferent MIBs from the different SNMP agents located on the network.

The Structure of Management Information (SMI; http://en.wikipedia.org/wiki/Structure_of_
Management_Information) is information collected as text files onto which a structure or schema is
imposed. What SMI means in practical terms is that if you are using a management console to per-
form network discovery for devices, then it doesn’t matter if the devices you are polling are on the
Ethernet network of the management console or on a network of some other kind. Nor does it
matter what operating system you are using or what the device is. The information is simple text,
and to use it the management console need only be able to parse the information correctly, some-
thing that is very easy to achieve.

Storage networking is a type of heterogeneous networking where storage data is segregated onto a
separate network connected with Fibre Channel, while hosts and clients are on a separate Ethernet
network. A heterogeneous network is one that supports multiple NOSs on the same network. The
two networks are connected through one or more switches so that each network can communicate
with devices on each side, and so that storage traffic is separated from data communications.
Figure 4.8 shows this type of network.
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FIGURE 4.7

OidView Professional is an SNMP management tool.

B 0idView Professional - [192.168.1.20] _|&i x|
Bl Yiew Took window Help H falroms [Eloetal | (slhew - | GhtBMaager - O B Y & |5555\un5 132168.1.20 -
System odules 53 Discover [l Graph EiTrace ZTrap  E)Notifier HSessmnFeatures ggpomser | [@mbwak | EiGRID
Features ‘ Oidview  192.168.1.20 | X
MIB M
WE Bl“;g:' HJSeamh» ipNetToMediaEnty - HSEarEhEy r)‘.ob]en 124 010 (g MIB Haltarﬁya ) session || @ &l C Present (5 Missing | BB
. MIB Tree % | ¢ LiveGrid Responses: [8] (2) X
@ (15) ipRieasmOK: -
. {WB%EHZZEZFE‘E & pHetTaMediaetbdeess
@ (17)ipFragDKs
@ (15 iFragFaih | Object | iphletToMedialindex | Type Value |
@ (19)ipFiagCreates =l iphetT obedialetddress: 192 168.1.2
[ (20)ipadciTable ipNei ToMedialiindex 3 INTEGER 3
& (] (21)ipRouteT able pHletToMediaPhysaddiess 3 OCTETSTRING  OBEGITALDT:21
- (22)ipMetToMediaT able ipNetToMediaNettddiess 3 IPADDRESS 182.168.1.2
= '[E”J'g:‘e_‘LEMTEdM‘:EQ”‘Vﬂ i eNetTokediaT soe 3 INTEGER: dynamic(3)
<R (01 iHat Lokl =1 ipNetT oMedialethdsress: 132.168.1.20
i (02)ipNetT cMediaPhysAddress i g 2 ot 5
& (03)ipNetT MediaNataddiess Tt L TR
» Me itNeiToMediaPhysAddiess 3 OCTETSTRING  DOS0OFS.CE:4S
@ (23 ipRouingDiscards. pHetToMediaNetaddiess 3 IPADDRESS 182168120
= g (24] ipForward ipMetTatediaType 3 INTEGER:
= (005) iemp
= 2 (008) 1ep
& @ (007)udp
= (@ (008 eap
R 1M1 beamcrminsion I
| | ;rl Liveiirid [Fam Responses
=] :: variable Grid ALL - Sorted by Object : [17521] (2) % | &) MIB Info x
Object oo | Modue | Dbject Tope A = ipNetToMediaType -
ipNelToMedisEntyy 1361214221 IP-MIE OBJECT-TYPE &
SMIv2 OBJECT TYPE =
B ipeTMedialfindex 136.1.21.42211 IP-HIE OBJECT-TYPE i
ipMelToMediaNethddress 13612182213 IPWIB OBJECT-TYPE Sprtay ather] L
ipMelT cMediaPhyshddress 1361.21.42212 IPMIE OBJECT-TYPE & numerRon mﬁlﬂal
B ipNefT cMedis T able 136121422 IPHIE OBJECT-TYPE staticid)
ipOuDiscaids 136121471 IP-WIB OBJECT-TYPE MAX-ACCESS  READ-CREATE
ipDulNoFloutes 1361.21.412 IPMIE OBJECT-TYPE
Foll + Graph || POURequests 136121410 IP-HIB ORJECT-TYPE STATHS Caisint
BRI oot Gl 2 HER B x|l oEschiPTION
TRAP 4] . v The type of mapping. -
0ID PATH = iso[1}org[3) dod(BLinteine1].mgmi(Z)mib-2[1}ip{4LipHe!T obiediaT abis{22] ipHetTobediaE niry(1] POLL o FILE o SHMP o 1EMP il
@ 5

Cross-Ref

For more on storage networking, see Chapter 15.
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If you place an SNMP management console on the Ethernet network, it doesn’t matter whether the
SNMP application software runs on a Windows or a Sun Solaris workstation or server because SMI
is agnostic (it doesn’t favor a particular NOS). The management console provides what is called
out-of-band management for the devices on the Fibre Channel network, which is the in-band net-
work. It is out-of-band because the TCP/IP traffic looks like a different stream from the Fibre
Channel data. A management console running software such as StorageWorks from HP can dis-
cover both the devices on the Ethernet and storage network at the same time. Not only are switch
ports discoverable, but so are Host Bus Adapters (HBAs), as are the intelligent hard drives that are
part of storage systems. HBAs are the network interfaces that storage devices connect to.
Considering that some storage systems can contain literally hundreds of disk drives, the ability to
discover and address each individual disk drive enables very powerful network management tools,
such as Storage Resource Management packages, that can reconfigure volumes on the fly. That is
the power that SNMP provides to intelligent network software.
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FIGURE 4.8

A Fibre Channel Storage Area Network (SAN) attached to a LAN
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Windows Management Instrumentation

Windows Management Instrumentation (WMI) is a Microsoft extension of the Common
Information Model (CIM) as exposed through the Web-Based Enterprise Management (WBEM)
network management system. WMI creates a repository of data from managed objects and makes
this information available to management software through an API, which is an extension of the
Windows Driver Model (WDM). WML is the interface by which the data repository can be queried,
and through which commands and configuration settings can be passed to managed network
devices on Windows networks. WMI commands can be applied inside a VBScript or Windows
PowerShell script, or they can be entered as a command line.

WMI provides a rich management system that can control a large number of devices and give a
detailed description of their current states, but WMI is Windows-specific technology.
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WMTI’s enterprise management framework can take existing data from SNMP-managed nodes and
agents and from any data source that works under the Desktop Management Interface (DMI) stan-
dard and make the data available to management software under a uniform access model. A num-
ber of Microsoft Office applications, servers, and even the Microsoft Internet Explorer extend the
CIM mode to add their information to the CIM data repository that WMI manages as a WMI class
with associated properties. WMTI's repository has its own namespace and its own query language,
which is called the WMI Query Language (WQL). The overall CIM repository contains the
namespaces for the Active Directory (RootDirectoryDAP), for SNMP (RootSNMP), and for the
Internet Information Services (RootMicrosoftIISv2).

Here are some of the many things you can do with WML

® Start or stop a process on a network system

® Restart a remote computer

e Compile a list of installed applications on a networked system
® Have a process run at a specified time

® Query the Windows event logs on a networked system

Microsoft exposes WMI in the form of a set of providers. As of Windows Server 2008 and Vista,
there are around 100 providers that have been published. In addition to the scripting tools previ-
ously mentioned, a wide variety of management software can be WMI consumers, including
Microsoft System Center Operations Manager, HP OpenView, BMC Software Distributed Systems
Management, and others. WMI provides not only an automation interface, but also a .NET man-
agement interface, and for older applications, a COM/DCOM interface. Providers can access WMI
remotely with DCOM and SOAP and can consume WMI events.

Mapping

Network mapping is the automated discovery of systems and the connections between them.
Different mapping software packages use different techniques to map a network, but one common
technique is to start with each subnet that the software knows about and then PING each of the
possible network addresses to see which nodes respond. This process enumerates any device that
is currently active on the network and is an active discovery method. You can do this kind of map-
ping using a utility such as nmap on Linux, Microsoft Windows, Solaris, and BSD, and Mac OS X.
nmap (www.nmap.org) runs as a command line utility, but there are several graphical front ends
such as Zenmap (http://nmap.org/zenmap/), which is shown in Figure 4.9.

There will be nodes on the network that may be unavailable at a particular time, and so an active
method won't find devices that aren’t active. Nor will it find any nodes that aren’t on subnets that
the mapping software’s system knows about. To find more nodes, various passive exploration
methods must be used.
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FIGURE 4.9

A Zenmap network scan
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The problem with active network discovery tools is that many operating systems now come with
personal firewalls that block their discovery and prevent their detection. If the system is a laptop,
then that system won’t always be available for discovery, and so any software that intends to build
an accurate network map needs to use both active and passive methods to have any chance of
building a complete map. Passive exploration looks in places that store network addresses such as
router tables and browse lists to extract endpoints from those sources. By contrast an active explo-
ration would have to discover the devices themselves. Those tables provide information on how to
discover the entire network, and they extend the discovery process to the additional subnets,
within the number of hops from the network’s routers that the system wishes to explore.

There are several different techniques used to map networks:

® Active identification of the different points of attachment that devices have on a network.
e Examining packet routing through the mining of routing tables.

® Payload inspection to determine the sending system, as well as any intermediate locations
that have added addressing to the packets.

® Mining the data in available Authentication, Authorization, and Accounting (AAA) servers.
AAA servers include dial-in, RADIUS, and other remote access servers.

® Network access credentials. By examining user and machine logins, additional mapping
can be accomplished.
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Many software packages can map networks and include the following: SNMPWalk, Cheops,
SNMPutil, WhatsUp Gold, and PacketTrap.

The purpose of network discovery is to map the network; determine what systems, devices, and
software are on the network; and improve the network health and security. Network discovery can
find unknown systems as well as determine methods for discovering systems on the network that
aren’t meant to be discovered.

A network map is able to accumulate all kinds of data. When a system is profiled, it is possible to
determine which processor the system has (type and ID), what version of the operating system it
has (type and install ID), when it was last patched or upgraded, the specific hard drive (type and
ID), and so on, in great detail. This information allows you to create an asset inventory of your
entire network that you can use for any purpose. Organizations that have network management
systems in place with asset management modules, systems such as LANtastic or Altiris, can pro-
duce detailed reports of the nature and location of their assets, which can be invaluable in plan-
ning, deployment, and utilization.

Summary

In this chapter, you learned about different methods for network discovery and name resolution.
These methods are independent of the protocols used, but often determine how protocols are
constructed.

Connections are paths with defined endpoints. Different types of connections can be defined, a
combination of physical and virtual paths and endpoints.

You learned about SNMP and how it is used to store device information and provide that informa-
tion to other applications. SNMP can not only provide device information but it can also allow an
application to send commands and change the configuration and state of devices. With SNMP, you
can map networks and do deep asset analysis.

In the next chapter, you will learn about aspects of network performance related to bandwidth and
throughput.
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nformation flows over a network as a series of signals. Those signals can _
represent either analog or digital data. Groups of signals are defined by IN THIS CHAPTER
various standards to represent different types of data. Some groups can be Learn how signals are used to

character sets, and some groups might be the various notes of a song or words send data

in a conversation. It is up to various protocols to encode and decode the data,

while other protocols are responsible for transporting and controlling the flow See how to store and recreate
of the data. A collection of data represents information. The bandwidth of a complex data

network segment, its throughput, and its capacity are described. Learn how multiple data

. . 3 streams can share the same
Signals that carry data are transferred in the form of periodic waves. Any

e i - i connection
periodic function or complex waveform can be described by a Fourier trans-
form, which is a mathematical operation that takes a complex waveform and Understand resource allocation
transforms it into another set of simpler sinusoidal functions and coeffi- and traffic control methods

cients. This analysis creates a set of terms called harmonics that perform
curve fitting. This process is needed to store information and recreate it later.

A waveform can be recreated by sampling the wave and splitting it into small
components. Sampling theory places a limit on the amount of sampling you
can do and still obtain useful information.

Multiple streams of data can be sent over the same network connection using
a technique called multiplexing. There are many different forms of multiplex-
ing. Some use time division, others frequency division, and a few use polar-
ization division to separate one data stream from another. Multiplexing must
be supported by protocols and is responsible for one network type being dif-
ferent from another.
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Higher-level protocols are used to control the flow of traffic over a network. For IP networks, this
is called packet shaping. Traffic control can look at data types, destination, and other factors and
change the priority with which data is sent, limit the bandwidth, and perform other actions. The
collection of technologies that assign network traffic to network resources is called Quality of
Service (QoS).

Bandwidth and Capacity

Information is transmitted through a medium such as copper metal in an Ethernet wire by the flow
of electrons past a point. The signal is carried by the manner in which the current, the voltage, the
frequency, or the phase, or some combination thereof changes periodically with time. It is the vari-
ation in the amplitude and/or the frequency of the current that is most often used to turn a signal
into data.

The signals that flow over a wire are analog signals, even when they encode for digital signals. A sys-
tem can send a near perfect square wave for a 1-bit value, but noise, signal contention, and many
other factors degrade the signal. The receiving system must measure the signals for their periodicity
and for the range of values that the bit falls into to determine whether it represents 1 bit.

Computer networks can use different media to transmit data from point to point. Optical wires
transmit light as the signal carrier, Bluetooth and Wi-Fi use radio frequency waves, WIMAX uses
microwaves, and so on. The description of the signals is different, but the ideas of bandwidth,
throughput, capacity, and other concepts described in this chapter are similar.

Beads flow through a pipe of syrup

The Zen master asks you to close your eyes, take a deep breath, and visualize, if you will, beads
flowing through a pipe filled with syrup floating in front of you. (This is the networking equivalent
of a Lava lamp.)

Every networked medium has limiting factors that place a ceiling on the bandwidth and capacity of
the data flow. If you think of a network connection as a pipe that is filled with some medium
(syrup, perhaps) through which some particle or wave flows (the beads), then you can measure the
flow of the beads in several important ways that can be used to transmit data that can be inter-
preted as information. A bead doesn’t have enough of a wavelength that it can be measured, but
Heisenberg’s uncertainty principle defines what that wavelength is.

The diameter of the pipe determines the maximum number of beads that can flow past any point
at any one time: that is the bandwidth. The pressure of beads applied affects the speed of the beads
up to some maximum level above which the technology that you push with can’t go faster. The
pressure corresponds to the potential energy you are applying; in a wire, pressure corresponds to
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voltage. The speed of the flowing beads past any given point gives rise to the observation of a flux,
which is the amount of beads per unit time. The flux defines the throughput. The corresponding
throughput in a wire is the current, which is the number of electrons that pass a point per unit

of time.

Taken together, the maximum bandwidth and throughput represent the amount of beads that the
pipe of syrup can carry, which is the capacity of the pipe. Some capacities are practical; the method
used to apply pressure just can’t go any higher. Other capacities are theoretical; the pipe bursts.
Electrically that is equivalent to current flowing through a wire or a transistor creating a defect
such as electromigration that destroys the wire or the junction of the transistor that forms a switch.
Electromigration results in a hole in the wire as the metal itself moves with the current.

Because a collection of beads represents information, your data rate corresponds directly with the
rate at which the beads flow. The rate of beads depends on the bandwidth of the pipe that feeds
the flow. Speeds and feeds are fundamental performance metrics that you use to measure the effi-
ciency of any data network.

These are simple concepts, but they apply to any network segment. The different factors determine
what you can do on a network, how much data can be carried, when there is too much data for the
medium to carry, and so on. There isn’t enough room to cover all of the physics you need to know
in relation to electricity, optics, and radiotelegraphy (radio messenger), but a simple example of
signal theory can help you better appreciate the concepts that follow.

. (]
Signaling
Let’s say that you have an electric current traveling down a wire over a certain period of time that
you want to use to communicate with. The message is a short one: Save Our Ship, which is trans-

mitted using the acronym S-O-S. You encode the message in Morse code, which means that it con-
sists of three short signals for the letter S (dots) and three long signals for the letter O (dash).

Encoding a dot corresponds to a signal of 1 (On) for one time period. A dash is a signal of 1 (On)

for two consecutive time periods. A signal that is On corresponds to an amplitude between a cer-

tain range of values, while an Off signal has an amplitude of between zero and the start of the On

range. Figure 5.1 shows the digital SOS signal that you've just constructed. In the real world, sig-

nals aren’t perfect square waves and there are certain variations in the shape of each signal that are
tolerated.

Figure 5.1 is meant to illustrate some of the complexities of electrical signal. The signal is carried
over the time domain, with a periodicity of 8 measured amplitudes (voltage) per cycle. If a time
period has an amplitude in the 1 range, it is considered to be ON, and if the amplitude is in the 0
range, it is considered to be OFF. That is the reason why the first S looks different than the second
S, but is interpreted as the same data.
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FIGURE 5.1

An idealized SOS digital signal
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It’s easy to represent our SOS as a pictograph, but what if you wanted to be able to mathematically
describe the signal so that you could re-create it if you needed to. When Sir Isaac Newton wanted
to calculate the area under a curve, he developed calculus to create rectangular slices that he could
calculate. The finer the slice, the closer the calculated sum is to the real area. This analysis is called
integration, and the mathematical representation used is an integral.
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For a signal with an imposed periodicity (frequency), the problem is somewhat different. You still
want to approach the problem by breaking the overall shape into smaller shapes that you can cal-
culate, but here you need periodic time varying function(s) to do so. This is exactly the problem
that Joseph Fourier faced when he tried to analyze heat flow. His solution was to break the signal
into a large set of increasingly more precise trigonometric functions.

The process by which the signal is broken apart is called a Fourier analysis, the equations that
describe the result are a Fourier transform, and the process by which the signal can be recon-
structed is called Fourier synthesis. For data signals of the type you are considering here, the func-
tions used are typically the sine and cosine functions.

The general form of a 27 periodic Fourier function is:

g(t) = ;—30 + Zan cos (anft) +ansin(2 Tmft)
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where the frequency fis 1/T, and an and bn are the amplitudes of the nth harmonics. A harmonic
of a wave is the frequency of the signal divided by an integer so that the resulting function still
retains the same periodicity. The equation above leads to a series of terms based on the value of n.
The more terms used in a Fourier series, the closer the curve fits the signal that you are trying to
represent. The equation above can be manipulated so that you can solve for the constants for
each term you use: an, bn, and so forth individually, but the details are not important for this
discussion.

The result of applying multiple harmonics to fit a square wave is shown in Figure 5.2. The square
wave is {(1), and the other two curves approximate the square wave. The coarser curve is the fifth
harmonic k = 5, and the finer curve is the fifteenth harmonic k = 15.

FIGURE 5.2

A Fourier transform curve fitting to a step function for a fifth and fifteenth harmonic
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Source: http://commons.wikimedia.org/wiki/lmage:Square_Wave_Fourier_Series.svg. This image is in
the public domain.
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Although the example shown is just one square wave, Fourier analysis can create a representation
for a collection of square waves, ramps, or sawtooths, or any other time varying function. You can
run a complex audio signal through a Fourier analysis and derive a formula that describes it, or
apply Fourier analysis to a spectrum.

How does this all relate to our SOS signal? The frequency of the signal is the number of cycles per
unit time that passes a point in time, that is, f = 1/T. A computer has no way to determine where
one cycle begins and another cycle ends, but the computer does have a clock. Data is sent so that
each character is represented by a standard bit length value, called a byte.

Last time I checked, computers weren’t using Morse code; what they do use is one of many charac-
ter sets based on published standards. One standard is 7-bit ASCII, which can vary by locale;
another standard is Unicode. For American and British ASCII character sets, the bit pattern for an
Sis 1010011, while the bit pattern for an O is 1000011. If your computer communicates in 8-bit
bytes, then the signal is padded with zeros so it reaches the required length. In 8-bit representa-
tion, S is 01010011 and O is 01000011 — note one zero is padded at the beginning of each 7-bit
sequence to make them 8 bits. A Fourier series can define these bytes in the correct sequence. In
Figure 5.2, the byte is 8 bits long, adding extra zeros to the S bits in order to bring them up to the
length of the O byte.

A system that uses the amplitude of a signal to encode data is referred to as amplitude modulation.

In the radio frequency world, AM is the basis for talk radio. Another method for encoding data is
frequency modulation. Frequency modulation in the radio frequency world gives us FM and NPR.

The third method used to encode data is called phase modulation. You use a change in the signal’s
phase to switch a signal on or off. The phase of a wave is the amount of a wave’s offset from a ref-
erence time.

Figure 5.3 shows an example of these three different modulation techniques and how they are used
to encode data by altering the carrier wave. The first figure for amplitude modulation shows a signal
is contained in the amplitude of the wave. As you move left to right, the first maximum would repre-
sent a 1 or ON signal, and the minimum part of the wave on the right would be a 0 or OFF signal. As
the wave moves off the right hand portion of the figure, it is rising, perhaps indicating that another 1
is next. However, the wave could just as well continue with the low amplitude signal. Amplitude
measurements in an amplitude modulation scheme are measured at timed intervals.

The middle figure for frequency modulation shows a set of transitions which are from left to right:
low frequency, high frequency, low frequency, and finally high frequency. As measured periodi-
cally this usually represents the pattern: 0, 1, 0, and 1.

Phase modulation is a little more subtle. In the bottom figure you see two transitions resulting in
three different waveforms. The middle waveform is phase modulated, that is offset from the other
two waveforms. The transitions of the phases encode the signals that are translated into data.
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FIGURE 5.3

Amplitude, frequency, and phase modulation can all encode data.
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Bandwidth

Bandwidth is a term that can have one of several related meanings. In digital communications the
bandwidth of any channel, connection, link, or pipe is the amount of data that may be transferred
per unit time. This type of bandwidth measures capacity and is sometimes referred to as the avail-
able bandwidth. Bandwidth can also measure throughput, which is stated in terms of available
bandwidth or capacity.

In terms of the discussion in this chapter, the bandwidth we are interested in describes the fre-
quency range of signals that are allowed to pass over a circuit usually in terms of cycles per second
or hertz. To limit bandwidth, filters may be applied; a low-pass filter limits the low frequencies,
and baseband bandwidth is used to define the upper frequency limit.

The amplitude of a signal corresponds to the voltage, which is another way of describing the elec-
trical “pressure” or potential energy at the point the voltage is measured. As the signal travels down
the wire, the signal encounters resistance in the wire, and some of the potential energy is converted
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to kinetic energy. Heat is produced and the signal strength is degraded. This is one of the reasons
why there are length limitations on different types of cables and technologies. Frequency has a
direct relationship to energy. The physicist Max Planck found that the energy of a photon could be
determined using the following formula:

E=hn

where h is Planck’s constant and n, or Nu, is the frequency. The higher the frequency, the higher
the energy. Planck's law doesn't apply to the energy of electrons in a wire, but the overall effect of
energy loss is to diminish the highest-frequency waves first.

If you analyze signal loss, there is usually a frequency above which the signal drops off rapidly.
This is called the cutoff frequency. You can also achieve a cutoff by introducing a low-pass filter in
the circuit. Low-pass filters are used to limit the bandwidth of a circuit. A low-pass filter reduces
noise in signals and allows higher frequencies to be boosted so that their signal-to-noise ratios are
higher and it is easier to send a higher frequency of data over a circuit.

The impact of a filter that allows only very low frequencies to pass through it is that only the first
harmonic term in the Fourier series may pass through the filter. If that is the case, then the signal is
quite degraded and becomes unusable. As the filter limit is raised to higher frequencies, more
terms in the Fourier series pass through the filter, and the signal more accurately represents the
original signal. In Figure 5.4, raising the pass-through frequency would first let the k = 5 term
through; raising it some more would let the k = 15 term contribute.

Noise, resistance, contention, and other factors always place a limit on the frequency of the signal
that can pass through the wire. The rate of change per second is called the baud rate. In the exam-
ples you've seen so far, the amplitudes were normalized to a value of 1. However, if the voltage
were high enough to represent intermediate values, then the baud rate would have to account for
voltage changes as well. In a system where the signal is at a voltage that allows two logical values, 1
and 2, to be determined, each signal carries two bits worth of information and the baud rate is
twice what it would be for a system of just 1 and 0.

Sampling theory

In the previous sections, you saw how you could take a digital signal and describe it in terms of
periodic trigonometric functions, such as sinusoids. You also saw how the signal could encode data
(ones and zeros) that could be used to convey information (SOS). The process of splitting up data
into bits of information is called sampling, and the number of bits of information per unit time is
the sampling rate.

The information contained within a single data point is a function of the bit space. Let’s say that
you have a signal that changes color in a periodic way and it is the color value that conveys infor-
mation. The first system you build changes color from black to white through continuous shades
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of gray. Because the human mind can only differentiate around 1,000 shades of gray under ideal
situations, you decide to store the color value at 256 different levels. That corresponds to an 8-bit
data point.

The second system is a full-color system. To represent a color value in time, you might describe
the color using the RGB (Red, Green, and Blue) color space. For each color, you choose a scale of
256 values, just as you did with the grayscale system. Now you have a bit depth that is 256 x 256
x 256 (28 x 28 x 28) or 224. This color space stores approximately 16.8 million color values. You
could have used smaller or larger bit depths, and whether you did so would depend upon the pur-
pose you intended to use the data for.

Sound or music can be sent over a wire and displayed as an analog signal in a waveform. You
might ask the question: “How many data samples are required?” The answer again depends upon
your intended purpose. For conversations over a telephone, a sampling rate of 8 kHz is sufficient.
Higher-quality speech might be recorded at 11 kHz. For music, you might store a signal of lower
quality such as AM radio at 22 kHz, while for CD quality, the sampling rate would be 44 kHz.

Now let’s consider the sine wave shown in Figure 5.4. How many samples do you need to take in
order to determine its frequency? If you sample at once a cycle, and then try to reconstruct the
waveform, what you get is a constant value that defines a line. If you increase the sampling rate to
1.5 samples per cycle, you get a sine wave, but at a lower frequency than the sine wave you are try-
ing to describe. At two samples per cycle, you are finally able to store the frequency rate. To better
approximate the waveform, you need to sample at least twice the maximum frequency, but the
more samples you take, the closer you are to recreating the original sine wave. At 16 samples per
cycle, you are close to recreating the original sine wave.

Figure 5.4 shows that at twice the rate of the sine wave, you can store the information necessary to
define the frequency. This rate is known as the Nyquist rate, and it comes from the 1924 work of
Harry Nyquist. He found that you can have a signal with a bounded bandwidth B, and that the sig-
nal can be recreated by storing 2B samples per second, which is the Nyquist frequency. The original
work was with a low-pass filtered signal over a noiseless channel. The reason why a higher sam-
pling rate is oversampling and yields no additional information is because higher frequencies have
already been eliminated when they were filtered out.

Nyquist’s theorem for the relationship of the bandwidth B to the maximum sampling rate R is as
follows:

Rs = 2Blog2 BL

where BL is the number of values that a bit can have. A voice signal of 262 Hz is C4 or Middle C
and is considered the median note of a human voice. The Nyquist theorem calculated that a maxi-
mum sampling rate to store this note in digital form (BL = 2) would be 524 bits/s.
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FIGURE 5.4

Sampling a sine curve and the Nyquist sampling rate
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In 1948 Claude Shannon published a paper that provided a mathematical proof for Nyquist’s theo-
rem and went on to extend the concept by showing that you could reconstruct the original signal
from 2B samples. Put another way, sending a signal with a baud rate of 2B is the inverse operation
of sampling a signal with a frequency of 2B. The resulting theorem is now referred to as the
Nyquist-Shannon sampling theorem, and Shannon’s work is considered by many scholars as marking
the beginning of the field of science known as information theory.
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The sampling theorem applies to a noiseless channel. Most channels do suffer from noise and the
noise introduces a certain degree of randomness to the data. The amount of noise in a signal is
given by the ratio of the power of the signal to the noise, S/N. Because noise is often a minor com-
ponent of the signal, it is common to quote the S/N ratio as a function of the common log, 10logl10
S/N in units of decibels. An antenna that attenuates the noise of a receiver by 10 dB would reduce
the noise in the signal by a factor of 10. A fine stereo cartridge that has a 75 dB S/N ratio would
have a signal-to-noise ratio of 750 to 1.

Shannon went on to establish that you could calculate the maximum sampling rate for a noisy
channel by substituting the term 1 + S/N into the Nyquist theorem for the bit level, as follows:

Rs = Blog2 (1 + S/N)

The effect of noise comes into play when you are trying to determine the maximum amount of
information that a channel can transmit. Consider a channel with a low-pass filter that cuts off all
frequencies at about 1000 Hz, and which is subject to Gaussian thermal noise. The S/N ratio is 20
dB; and S/N would be 200/1. Therefore, Rs is calculated to be:

Rs = 1000 log2 (1 + 200) = 1000 * 5.30 = 5300 bits/s

This calculation shows that the channel described can transmit signals at a maximum rate of 5300
bits/s, regardless of the sampling rate, under ideal conditions. An important realization is that the
amount of information conveyed is much more sensitive to the frequency of the signal than it is to
the quality of the signal (S/N).

Information theory goes on to relate the assignment of values to signals as a form of negative
entropy. That is, a logical sequence of bits requires some energy to be in that state instead of being
randomly assigned as it would in a thermal state. Therefore, any data claimed above the maximum
Shannon sampling rate would be akin to creating energy. As interesting as this idea might be, the
point is that this theory establishes a theoretical maximum data rate for any channel.

Multiplexing

The process by which a transmission medium can be made to carry two or more signals or data
streams is called multiplexing. Conceptually, a multiplexed transmission is carried over a channel,
and the path a channel takes from one point to another describes a circuit. Because a wire, fiber, or
radio link is a physical connection that is described as a physical circuit, data channels are often
referred to as virtual circuits.

Multiplexing requires a device called a multiplexer (MUX) that is capable of both separating and
combining multiple signals or data streams into individual channels. The multiplexer device is
actually a combination of a multiplexer that takes multiple inputs and combines them, and a
demultiplexer (DEMUX) that separates the signals into components and sends each signal down
the appropriate output.
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Previously you learned that there are three different methods used to modulate carrier waves so
that they encode data: amplitude modulation, frequency modulation, and phase modulation.
Similarly, multiplexers perform time, frequency, or phase division (partitioning) of analog and dig-
ital data. These classifications separate one set of computer protocols from another, and one type of
computer network from another, in the same way that Linnaean taxonomy allows biologists to sep-
arate the tree of life into a hierarchy of domains, then kingdoms, phyla or divisions, families, gen-
era, and species.

Time Division Multiplexing

Time-based multiplexing is referred to as Time Division Multiplexing (TDM) and uses time slicing to
separate data streams. When different transmitters share the same TDM network, the technology is
referred to as Time Division Multiple Access (TDMA).

TDM sequences analog data using a device called a codec, which samples the data into a stream. At
the receiving end, a codec reassembles the data from the slices. You are probably familiar with
codecs, as they are used to digitize voice, music, and video, another example of this technology.
This kind of sampling is referred to as Pulsed Code Modulation (PCM). Other techniques, such as
Pulsed Amplitude Modulation (PAM), Pulsed Width Modulation (PWM), and Pulsed Position Modulation
(PPM), are used less frequently than PCM to perform digital modulation.

TDM uses different techniques to sequence digital data. The system used on T- and E-carrier lines
multiplexes a set of channels together, whereas TDM transmits the multiplexed channels as one
large frame consisting of multiple channels (25 for T-1) every 125 msec. There are different stan-
dards for TDM frame sequences that add control bits either to the end of the channels (common
channel signaling) or to the end of the frames (channel associated signaling). Channel signaling uses
the same time slicing technique shown in Figure 5.5 for TDM, but instead of sending a sequence of
channels, it sends a sequence of frames.

Cross-Ref

T- and E-carrier lines are discussed in Chapter 13.
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There are many different methods used to compress digital data that is being time multiplexed,
some are industry standards, and others are proprietary. One common technique for compression
is called differential pulsed code modulation. This technique evaluates the amplitude of time slices
and determines the difference or delta value between that time slice and the next time slice. The
codec sends a data stream consisting of the delta values only. You get data compression because
the delta is assumed to never go beyond a certain value. When the sound does vary widely
between time slices, the compression scheme uses the next time slices to bring the levels in line
with the original waveform.
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For example, in a system that stores 256 sound levels, which is 28, you might decide that the lev-
els never change more than 8 levels in any one time slice. Instead of encoding an 8-bit signal, this
system would allow you to send only 7 bits of information per slice.

The technique called delta modulation stores only step changes of 1 in the value as a single bit.
Delta modulation requires a very fast sampling rate in order to accurately describe the original
waveform. Other more advanced compression schemes use algorithms to do predictive encoding.
You can more aggressively compact signals, but there is a cost in data quality or more overhead to
process data more quickly.

Frequency Division Multiplexing

Frequency-based multiplexing uses signal modulation to separate one signal from another; and is
referred to as Frequency Division Multiplexing (FDM). When a single channel is shared between
users using FDM the technology is referred to as Frequency Division Multiple Access. FDMA is
used to keep radio signals coming from different transmitters apart, and because cellular telephone
networks are designed to have overlapping ranges FDMA finds use in cellular networks.

FDM multiplexing can send either analog or digital data, but as a general rule, it is easier to send
digital data over TDM circuits and it is easier to send analog data over FDM circuits. FDM net-
works are found in wired networks and in microwave technologies. FDM is used on all sorts of
wired media, but when frequency modulation is used on fiber-optic lines it is called Wavelength
Division Multiplexing (WDM), although they are essentially the same idea. TDM multiplexing is
really only practical for carrying digital data.

Figure 5.5 shows a simple example of TDM and FDM. The channels are indicated by the numbers
in the boxes. In TDM, channels pass by oscillating between channel 1 and channel 2. The overall
data stream is fully utilized, and consists of consecutive packets filling the channels during each
time slice. In FDM, the channels are separated into four separate frequency channels and data is
alternately sent over each of them.

In FDM although there are guard bands between each of the frequencies in the figure, in real life,
many transmission schemes crowd channels together so that they overlap a little. There can also be
overlap due to the fact that band filters usually create a sharp edge on a channel. The guard bands
are represented by the blank spaces between each of the four frequency channels.

Tip
In FDM, a group is usually considered to be a 4000 Hz band that includes 500 Hz blank guard bands at the

start and end of the group. This corresponds to the bandwidth required to carry voice data. A set of five groups
is a supergroup, and a mastergroup is either five or ten supergroups.
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FIGURE 5.5

A comparison of Time Division Multiplexing versus Frequency Division Multiplexing
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Other multiplexing technologies

Because wavelength and frequency are fundamentally related by the speed of light, you might
think that FDM would also be used in optical networks. However, for historical reasons, optical
networks refer to frequency multiplexing as Wavelength Division Multiplexing (WDM).

You can create a WDM link by placing optical fibers on one side of a prism so that different fre-
quency ranges of light travel down different fibers. The other side of the prism would combine the
light so that it travels down a shared optic fiber link. Figure 5.6 shows how WDM is achieved
using a prism or a diffraction grating.

Cross-Ref

Chapter 13 describes the use of multiplexing for internetwork links and the protocols that use those techniques.
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FIGURE 5.6

Wavelength Division Multiplexing beam splitting and recombination
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You encounter multiplexing techniques that polarize a data stream in some optical networks. Light
can be polarized in a number of different ways, but one common technique is to use an Add-Drop
Multiplexer (ADM). ADMs typically use a Fabry-Pérot etalon (interferometer) to split or combine
light waves. More recent versions of ADMs, called Reconfigurable Optical Add-Drop Multiplexers
(ROADMs), have become popular on Metropolitan Area Networks (MANSs). Not all optical networks
use polarization. The widely used SONET/SDH optical network uses timed pulses of lasers and
LEDs to create TDM communications.

Radio frequency communications can be polarized by passing the data through a phased multi-
antenna array to create Multiple-Input and Multiple-Output (MIMO) channels. The signal is recom-
bined at a receiving phased multi-antenna array. This technology is similar to the way RADAR is
created. MIMO wireless networks are becoming more popular in home wireless networks in order
to create higher throughput connections.

Note

Just to make this nomenclature even more confusing, radio frequency multiplexing uses the FDM acronym.

Other forms of multiplexing exist that are important in areas such as cellular communications.
Frequency-hopping spread spectrum (FHSS) radio communications is perhaps the most famous of
these methods. This multiplexing technology works by rapidly switching the carrier wave between
a number of different frequencies in a pseudorandom sequence. The transmitting device and
receiving device are aware of the order and timing and can tune in, but a spread spectrum trans-
mission would simply appear as transient noise to any narrowband receiver that is tuned to any
one frequency. This makes FHSS very secure.

A famous patent in frequency hopping was issued to the composer George Antheil and the actress
Hedy Lamarr in 1942 for a system that used a piano roll to switch between 88 different radio fre-
quencies. It was hoped that this system would make it impossible to jam radio-guided torpedoes.
The system was never deployed, but became widely known when the Code Division Multiple Access
(CDMA) system for cellular networks was developed a decade later.
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Flow Control

As data flows across a network, there is often a mismatch between the rate at which a system can pro-
cess data and the rate at which data is being received. These mismatches occur when the receiving sys-
tem is slower to process and/or cache incoming data than the sending system is at sending the data
through the network connection. When the receiving system is the target of data coming in from multi-
ple systems, it’s even easier to get a data transfer/processing mismatch. Yet another problem is encoun-
tered when a network segment becomes congested, and packets or frames required by the receiving
system to reassemble the data cannot be acquired in a timely fashion. The management of data traffic is
a problem that is typically addressed in Session layer (Level 3 in the OSI model) protocols using flow
control messaging, data caching, session timing schemes, data buffering, and other techniques.

Network flow control can be implemented by devices referred to as Data Terminal Equipment
(DTE), at switches and routers, and at the circuit level using Data Circuit Terminating Equipment
(DCE). These devices control the transmission of data by providing a gating function that alters the
rates of data flow in one direction or in the opposite direction. A connection must have one of
these DTEs or DCEs at each endpoint.

Modems are devices that suffer from flow control problems. A modem negotiates a connection with
another modem, ensuring a certain set of protocols are used for the session, a certain data transfer
rate, and so on. Modern high-speed modems, at 56 Kbits/s, transfer data at a rate that exceeds the
theoretical Nyquist rate when they operate at full speed. They do so by employing compression and
other techniques. Data transfer using modems over phone lines have a theoretical limit of around 56
Kbps (the bandwidth of the DSO telephone channel), but with compression and error correction it is
possible to transfer data at a slightly faster rate if the phone line is sufficiently free of noise. However,
phone line quality can vary — often by a large amount — and so some mechanism needs to be
employed to signal the current condition of the telephone line and the amount of noise that might be
encountered. That mechanism is to go through a handshaking routine where the transfer rate and
different protocols are negotiated by both the sending and receiving modem.

Most modems use two different forms of flow control. The first method is a set of commands called
XON/XOFF that are sent from the modem to the computer. The program that your computer is
using to communicate with the modem can also send XON/XOFF messages to the modem. This
form of flow control is called software flow control (modems can be implemented in software).
When a connection is made without a feedback loop like these commands do, it is a form of open-
loop flow control. An open-loop flow control mechanism doesn’t use communication between the
sender and receiver, relying instead on other flow control mechanisms such as resource allocation
using resource reservations. You see this type of flow control in ATM networks.

The second system uses control characters or RS 232 and serial port control lines to send control
signals and is called hardware flow control. Common control signals are DTR (Data Terminal
Ready), DSR (Data Set Ready), CTS (Clear to Send), and RTS (Request to Send). These are signals
that you may see indicated by a set of lights on physical modems. Hardware flow control uses a
master/slave relationship. The DTE master sends a signal indicating its condition; then the DCE
slave responds. A PC modem connection uses DTR/DSR signals to create a modem session and
RTS/CTS signals to control data transfer.
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Flow control is also built directly into important protocols. The Internet Protocol (a Network level
protocol in the OSI model or the main protocol at the Internet level in the TCP/IP Internet model)
creates [P packets that contain blocks that provide a sequence number for reassembly, blocks that

indicate packet priority, and so forth. As packets arrive, messages are sent back to indicate if there

are any missing packets that are required, if a packet failed its error check, and if a packet took too
long to arrive, and when the data has been reassembled completely then the transfer was received

correctly. The use of messaging is a form of closed-loop flow control.

The IP protocol is not unique in using a messaging system or in signaling the successful transfer of
data. The Frame Relay network protocol (a Data Link protocol), which is used to connect LANs to
WANS, creates frames that encapsulate data from packets in the form of variable-sized frames.
Frame relay technology has no flow control or acknowledgment messaging. However, frame relay
networks offer congestion control for incoming connections and guaranteed throughput mecha-
nisms. Two different control bits in the data header tell the sender when there is congestion, and
the sending system reads those bits and adjusts the data rate.

Traffic Engineering

Traffic engineering describes a set of technologies that are used to control traffic on packet-
switched networks such as TCP/IP or the Internet. Among the technologies that are used are packet
shaping (where packets are controlled based on their type of content), store and forward technologies
(exemplified by the Leaky Bucket Algorithm), and buffering technologies (such as the Token Bucket
Algorithm). All of these technologies are flow control methods that are used to enforce different
Quality of Service levels that both filter and meter network bandwidth to clients.

Packet shaping

A common method that is used to control data rates on a network is called traffic shaping, or on an
IP network, it is more frequently called packet shaping.

Packet shaping isn’t just a flow control mechanism that controls data transfer rates. Packets can be
categorized on the basis of the protocol they use or the port number that they are destined for. Based
on these parameters, rules can be established that alter the way the packets are handled. For example,
one ISP examines packets, and if they find that they are BitTorrent packets, they apply a low Quality
of Service (QoS) to them and send them down the wire as a trickle. BitTorrent can be easily recog-
nized by the fact that the header begins with the character 19 and a 19-byte handshake string.

If a packet is analyzed as part of a Voice over IP (VoIP) data stream, then it can be prioritized by an ISP
to ensure a certain QoS level. Another ISP (a large phone company, for example) might choose to
lower the QoS level so that VoIP doesn't seem as attractive as their phones. This happens to Skype
traffic on some networks or to video streaming on networks that are provided by a large cable ISP.

Packet shaping, like any tool, can be used for good reasons or not-so-good reasons. However,
without some form of packet shaping, it would be impossible for large public networks to provide
the QoS that their service agreements contractually commit them to.
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On ATM networks, cells are examined using an algorithm called the Generic Cell Rate Algorithm
(GCRA) and checked for their compliance to rules that are defined for that particular virtual cir-
cuit. A cell is a small, specially formatted packet of data that is transferred on ATM networks and
other similar cell relay technologies. Depending upon the arrival rate and variance in that rate, cells
are passed through, scheduled, or dropped. GCRA changes the flow control bit settings in the ATM
cells to change the data rate. Techniques such as admission control, resource reservation, and rate-
based congestion control are used by ATM networks to control traffic flow.

Cross-Ref

Cells are described in more detail in Chapter 13.
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Admission control is a mechanism for assigning network bandwidth and latency to different types
of traffic entering a network. Resource reservation refers to a system by which network resources
are set aside for different application data streams and is commonly used for broadcast technolo-
gies. Rate-based congestion control is a technique similar to the traffic light controlled entry

lanes on freeways: traffic is allowed onto the network at a steady rate in order to limit network
congestion.

On IP networks, packet shaping examines the headers of packets that are flowing through an IP
connection, and if the packets match some criteria that you set a rule for, it executes that rule.
Packet shaping can limit the bandwidth allowed to a certain datatype or bound to a certain IP
address, which is called bandwidth throttling. Packet shaping can also be used to change the allowed
rate of data transfer and to delay or redirect traffic. Traffic policing is differentiated from packet
(traffic) shaping in that traffic policing drops packets or marks them.

As you can imagine, packet shaping is a very popular technology with ISPs, who refer to the tech-
nology as network traffic engineering. You can think of packet shaping as a “Quality of Service” tech-
nology if you like, and ISPs tend to describe it in those terms.

Packet shaping is enabled in application software usually running on a network edge device. Some
companies, such as Packeteer, offer a PacketShaper appliance. The PacketShaper appliance
enforces the various Quality of Service technologies described in the sections on traffic engineer-
ing. Packeteer was acquired by Blue Coat Systems in June 2008 (www .bluecoat .com).

Leaky Bucket algorithm

Packet shapers use different methods to store and forward packets. A common scenario places
ATM cells or IP packets into a buffer and then uses an algorithm to determine how to transmit
them. The buffer, often referred to as a bucket in this technology, may use a delay technique or
Leaky Bucket to create a First In First Out mechanism that takes an inflow at a variable rate and
then transmits the data at a fixed (usually lower) rate.
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The effect is similar to having some small holes in the bottom of a bucket and then filling the
bucket up with water. A packet shaper can control the size of the “holes” of the bucket, and thus
the outgoing rate. If the incoming rate overflows the buffer, then the packets flow over the top of
the bucket, and they are discarded. Figure 5.7 shows the concept behind the Leaky Bucket.

FIGURE 5.7

The Leaky Bucket algorithm provides constant data output.

Variable Rate In Variable Rate In
Filled Bucket
Overflow
Constant Rate Out Constant Rate Out

The Leaky Bucket algorithm is simple to implement when the sizes of the incoming packets are
constant, the incoming rate is predictable, and the outgoing rate can be efficiently satisfied by the
packet size in the bucket. However, in situations where the packet size varies or the incoming rate
is bursty (subject to short spurts of high traffic volume), the Leaky Bucket algorithm has a number
of inefficiencies, most notably the fact that when high traffic is encountered that is beyond the
capacity of the bucket, that extra traffic is discarded. Modifications to the Leaky Bucket that add a
byte-counting algorithm improve the Leaky Bucket algorithm’s performance.

Token Bucket algorithm

A second buffer mechanism used is called a Token Bucket. This packet shaping flow control uses an
algorithm that can control how much data is allowed onto the network, and provides the byte-
counting capabilities that the Leaky Bucket lacks. The algorithm provides for average and burst
transfer rates. Whereas the Leaky Bucket enforces a constant outgoing rate, the Token Bucket
allows for more flexibility in the data rate.

99



Part I: Network Basics

The token mechanism acts as follows: A bucket is filled with tokens, which represent an amount of
data that can be sent. When data is removed, the token that corresponds to that amount of data is
removed from the bucket. When all tokens are gone, data is not transmitted. If there are enough
tokens in the bucket, then the data can be transmitted at a bursty rate. If the bucket is full of
tokens, then any additional tokens are discarded. These four scenarios are illustrated in Figure 5.8.

In this system, a network administrator assigns how many tokens correspond to how many bytes
of data. There is a constant rate of new tokens arriving at the bucket, but the bucket has a limited
capacity. When a packet arrives of a certain size, the number of tokens required for that size are
removed. If a packet arrives and there aren’t enough tokens, then the packet is dropped, held in a
buffer, or marked and transmitted.

FIGURE 5.8

The Token Bucket algorithm provides variable data output.
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Quality of Service

Quality of Service (QoS) is a form of packet shaping or traffic engineering that guarantees that a
certain service will have a certain amount of resources dedicated to it. The classic use of the term
QoS is to ensure that an application that is in real time and sensitive to delays is given a certain
sized circuit over which it can be transmitted. QoS is especially important for VolP, streaming
media, online multiplayer games, and other such applications. QoS methods are only employed
when the network is bandwidth limited or congested. QoS technology is being built into network
server operating systems such as Windows servers.

QoS is not a metric that is used to measure delays, latencies, signal-to-noise ratios, frequency
response, and so on, although the QoS agreement can include these requirements. These sorts of
metrics are better classified as a Grade of Service (GoS), with QoS reserved for resource access. The
two concepts, although related, are often confused.

As an example of QoS services, let’s take a look at how they are implemented using the Asynchronous
Transfer Mode (ATM). ATM networks have several categories of service built into that transfer pro-
tocol. These categories are built directly into ATM network adapters and ATM switches to service
different classes of subscribers.

Classes of ATM services that are available:

® Constant Bit Rate (CBR). This category provides no control over traffic flow and no
error checking. CBR is used on T1-carrier connections.

® Unspecified Bit Rate (UBR). This category provides no congestion messaging and sets no
flow level. Cells move about the ATM network up to the available capacity. When the
capacity is exceeded, cells are discarded; if there is additional capacity, more cells are
transferred. Any program that does its own flow control and error checking can use UBR.
Typical applications that this category attracts are mail servers (e-mail) and FTP servers
(background file transfers).

® Real Time Variable Bit Rate (RT-VBR). This category is used for applications that
deliver data in a form that is non-linear. An example would be videoconferencing, which,
due to the way its compression works, creates frames in a non-linear way. RT-VBR ensures
that there is enough data to provide the compression algorithm with an adequate queue to
run the video smoothly or to ensure that the compression is efficiently used.

® Non-Real Time Variable Bit Rate (NRT-VBR). Applications that require traffic flow con-
trol but can accommodate a certain amount of variability (called jitter) can use this cate-
gory. Print spooling is an example of an application that can use NRT-VBR.

® Available Bit Rate (ABR). This level of service allows data to move through the line at a
rate that is dependent upon the available bandwidth. It is meant to accommodate bursty
traffic and to allow network capacity to be better utilized at times when traffic is low. Web
server traffic is an example of an application that can use the ABR service.
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TABLE 5.1

Network service providers may implement a service such as ABR when they have short
periods of high utilization, as it can allow them to avoid building additional capacity when
the investment isn’t required long term. To implement ABR, a messaging system is imple-
mented that informs sending systems when traffic is high and that they need to throttle
their traffic back.

Table 5.1 summarizes the different capabilities of ATM service categories.

ATM Service Categories

Bandwidth Control Bursty Traffic (Variable)  Congestion Control  Real Time

ABR Capable Yes Yes No
CBR Yes No No Yes
NRT-VBR Yes Yes No No
RT-VBR Yes No No Yes
UBR No Yes No No
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These different service categories allow ATM network service providers to create Service Level
Agreements (SLAs) with their subscribers that guarantee access to network resources. The contracts
contain a traffic description that may specify bandwidth and/or throughput values in a measurable
way. Transfer rates may be measured for Sustained Cell Rate (SCR), Peak Cell Rate (PCR), Minimum
Cell Rate (MCR), Cell Error Rate (CER), Cell Loss Rate (CLR), Cell Transfer Delay (CTD), Severely
Errored Cell Block Ratio (SECBR), Cell Delay Variation Tolerance (CDVT), Cell Delay Variation
(CDV), and Cell Misinsertion Rate (CMR). These parameters are measurable and are defined on a
connection basis in ATM.

Summary

In this chapter, you were introduced to signaling and information theory. These basic concepts are at
the heart of why networks do what they do and how different types of networks are different from
one another, and they separate what is possible to do on the network from what is impossible.

Complex data can be described in mathematical terms using techniques such as Fourier analysis.
This allows you to store information and recreate the data at a later time. Sampling data provides
the means to recreate data. There is a theoretical limit to the amount of sampling that is useful
based on the bandwidth of the data.
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Networks create channels that allow data streams to share network segments. Channels are created
in a number of different ways, based on time, frequency, and polarity. The process of creating
channels is called multiplexing, and when you combine data streams it is called demultiplexing.

Traffic control, flow control, and congestion control methods allow a network to provide services
of different quality levels.

In the next chapter, you will learn about servers, systems, and appliances. These devices provide
the important network services that clients and the network depend on.
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Servers and Systems

n this chapter, principles relating to servers and services on a network

are presented. Different server types are considered, a server being

described as a software application that provides a service to other net-
worked systems. Because servers come in all shapes and sizes, a process
model for a server system is shown.

Right-sizing server services by determining capacity and loading is an impor-
tant part of having a well-functioning network. Different approaches to
capacity planning include maintaining excess capacity, adding capacity as
required, or matching capacity to demand. Projects that add server capacity
to networks are best handled as part of a solution framework in a phased
project. Different methodologies that you can use are described in this
chapter.

To improve network performance, you need to be able to define the different
levels of service that the network performs. Deconstructing response time
into its components, measuring throughput, and defining network reliability,
scalability, and other factors allow you to define the performance characteris-
tics of a network.

In this chapter, you learn about different measurable performance data char-
acteristics that you can use to derive fundamental network relationships.
These relationships help you to determine which network resource is the
bottleneck that is slowing down system performance, and allow you to elimi-
nate those bottlenecks. Modeling networks is briefly described.

The chapter ends with a discussion of adding server capacity, by adding
either more powerful systems (scale up) or more servers (scale out).
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Network Server Types

A server is a software program that provides a service to another computer over a network connec-
tion. Servers can run on the local system or on a remote system, but the software routine must pro-
vide this service to other systems or at least be capable of providing the service. Any service that
does not have this shared component is more properly classified as a daemon, which is a local
service.

The use of the word server is applied very loosely in modern computing. A server is also the name
given to a computer that has been configured to run a particular shared application or service. To
better enable server functions, most modern servers run a server operating system — what I've
chosen to call a network operating system in this book. This chapter describes network servers and
focuses on the characteristics of shared services and applications.

Often the network server operating system is simply a special version of the desktop version of the
operating system, or to be more precise, the desktop operating system is simply a partially dis-
abled, more general-purpose, performance-crippled version of the server operating system. This
has been the case with the Microsoft Windows operating systems since the days of Windows
Server/Professional 2000, and subsequent server projects such as Windows Server 2003/XP and
Windows Server 2008/Vista have continued down this path. Other operating systems, such as Sun
Solaris and versions of Linux, make no specific delineation between clients and servers allowing
the power of the hardware and the configuration by the user to enable the required features.

Cross-Ref

Chapter 20 covers network operating systems in more detail.
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Another use of the word server refers to the specific applications that a hardware system runs. A
server that hasn’t been specifically configured for one application or service function is referred to
as a general-purpose server. All other servers are described in terms of the major application func-
tion that they provide. The most common network server types found today are:

® File and print servers. On large networks, file and print servers often represent 25 per-
cent of the servers deployed.

e Application servers. Application servers include database servers, Web servers, e-mail
servers, and so forth. If the application server runs a branded piece of software, most peo-
ple refer to the server as an Apache server, Oracle server, and so on. Application servers
can usually be as much as 25 percent of the server population on enterprise networks.

® Backup servers. Most people are surprised to learn that backup servers are often the
third-largest number of server types in an enterprise deployment. It is common to find
that as many as 20 percent of all servers are dedicated backup servers.

e Network servers. The definition of a network server varies, but if you include services
that provide a routing function, system identification such as DNS and DHCP, and similar
services, then this class of servers can represent as much as 15 percent of an enterprise
network.
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® Domain servers. Domain servers are essential network servers for most large networks,
but they represent perhaps 5 percent of deployed servers.

The percentages mentioned in the bulleted list are based on surveys taken among network admin-
istrators across a large population and can vary greatly, depending upon the type of organization
and network type. In the list, the total percentage adds up to 90 percent, leaving a category of 10
percent of miscellaneous servers — or simply none of the above.

The server count, and therefore the percentages assigned to different categories of servers, can
often be skewed by the deployment of what have come to be known as server appliances. A server
appliance is a server hardware platform that has been specially configured to run an application or
service with minimal human operation. A true server appliance (like a toaster) is one where you
take it out of the box, plug in a power cord and network connection, turn it on, and forget about
it. Examples of server appliances are routers, gateways, firewalls, print servers, Web servers, and
others. The key differentiating factor that defines a server appliance, be it an Oracle 8i appliance or
Google Search Appliance (www.google.com/enterprise/gsa/), is the ease of use.

A good example of a network server appliance is the series of DNS/DHCP/FTP/NTP/IPAM/RADIUS
server appliances sold by Infoblox (www.infoblox.com). These appliances are security-hardened
devices that run a real-time operating system, are zero configuration enabled, and can replace a
number of different server types. Figure 6.1 shows the Infoblox-2000 Network Service Appliance.

FIGURE 6.1

The Infoblox-2000 Network Service Appliance can replace a broad range of network servers.

_ Infoblox 5

Photo courtesy of Infoblox, Inc.

Servers come in a wide variety of form factors. Common server hardware form factors are stand-
alone pedestal and tower systems, rack-mountable standard-width servers, and system frames into
which complete servers mounted on long add-in cards called server blades are placed. You will
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find servers deployed in just about any form factor you can think of, and technology continues to
make even smaller form factors possible.

Given that computer servers can be emulated in software — their services abstracted so that they
can run anywhere and seem to be local, run inside virtual machines, and be made such that
resources can be added or removed as needed — the best way to conceptualize a network server is
to consider its function and building blocks. An example of the different units required to model a
general-purpose server is shown in Figure 6.2. The parameters shown in the model are those that
you can measure or derive.

FIGURE 6.2

An operational model of a network server
A,=Total number of service requests presented
C,= Total number of service requests completed
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X.= Resource throughput
(i= RAM, Cache, Disk, CPU)

Memory
(RAM)
h

A
Memory Space (RAM) = 1 T
> 0S + Apps

Cache
(Secondary
Memory)

Disk
(Primary
Storage)

v

CPUS =Y0S+A
pace =3 0S + Apps Central

Processing Unit(s)

C, = Total number of
Input Queue | completed system

requests
Input/Output «—

system throughout

Q= Queue
length

A , total service requests X

[ [

110



Chapter 6: Servers and Systems

Figure 6.2 shows the different functional units of a network operating system. In this figure the
different subsystems that impact performance are shown. A service request is input from a network
client A0 and the network server operates on the service request returning system output X0 with a
certain efficiency represented by the system’s throughput.

A service request is added to the Input queue and then submitted to the Central Processing Unit
(CPU) for further handling. The Input Queue may have a certain queue length that is a prioritized
number of service requests. As service requests are processed, they are removed from the Input
Queue. The ability of the CPU to service requests is a function of its speed and the ability to run
the operating system(s) and various applications. As requests are processed, instructions may be
stored and retrieved from a set of different memory systems: RAM, cache, and disk storage in order
of their diminishing speed and increasing capacity (generally speaking).

Capacity and Loading

The capacity of a network server is its ability to perform a certain workload. Loading measures that
portion of a server’s capacity that is currently in use. There are many different ways in which
capacity and loading of a server may be measured; some descriptions have a mainly theoretical
interest, while other descriptions are purely practical. However, while the concepts may be warm
and fuzzy, the impact that server capacity has on your network’s performance and your company’s
bottom line is not. Your ability to understand, measure, and modify the capacity and loading of
your network services is a fundamental skill.

There are different approaches to capacity planning, and in the next section three different
approaches are considered. Capacity planning can be proactive, reactive, or analytical. Each
approach requires a different mindset and set of actions. I also cover solution frameworks, which
take a stepwise approach based on a team structure that forces organizations to confront project
plans and sign off on them step by step to combat large project failures.

Three approaches

Broadly speaking, there are three different approaches to capacity planning:

1. Maintain excess capacity at all times.
2. Add capacity as demand requires.

3. Match capacity to demand.

Each of these approaches has its own pluses and minuses, and each makes certain demands on the
resources available. A lead strategy, which is the proactive approach where you always have excess
capacity for any demand, requires that you either have resources in place or that you have access
to resources. Because a lead strategy is wasteful of permanent resources, many networks that
employ a lead strategy use a tiered approach where additional resources are brought to bear as
needed.
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Networks employ a lead strategy when they anticipate an increase in traffic and it is essential that
they be able to react to that change. A general characteristic of a leading strategy is that the busi-
ness captured is much more valuable than the cost of the resources. For example, a major com-
pany such as Amazon must employ a lead strategy, as the ratio of sales dollars to equipment costs
is very large.

The second approach adds resources only when required and is called a reactive or lag strategy.
Capacity is added only when the need is demonstrated. The downside to a lag strategy is that a cer-
tain amount of traffic will not be satisfied until the extra capacity is brought online. It is a charac-
teristic of a lag strategy that the cost of deploying a network resource is usually larger than the loss
associated with the lack of the resource. A lag strategy is a conservative approach, based on differ-
ent assumptions. When demand is measured, the demand can be described either in terms of an
average or mean level of traffic or in terms of the maximum level of traffic seen at peak times.

One approach is to have enough resources to satisfy the average or mean level of traffic, or perhaps
more reasonably, a traffic level of a standard deviation so that only outliers are left unsatisfied. The
standard deviation measures the probability distribution of a data set around a mean value. With a
low standard deviation, data points cluster closely to the mean; high standard deviation has the
data distributed over a large range of values.

While a lag strategy is considered conservative, many businesses operate with a lag strategy in
order to maximize the use of a particular resource that may be in demand. A good example of this
approach is used on packet-switched networks, which is the basis for the Internet and is used by
ISPs. The network pipe is a limited resource and the goal of the ISP is to apportion the bandwidth
in such a way as to maximize the utilization while promising the highest level of access that can be
reasonably expected by a customer. At periods of high utilization, customers are throttled back or
access times are increased, but it is rare that a customer experiences an outage. Or so it seems...

The third approach is the one Goldilocks prefers: “Just Right” or right-sizing the network to
demand. This is the analytical approach. Here you modify the amount of system resources in an
incremental way so that the network’s capacity adapts to changing demand. A match strategy
requires the implementation of a feedback loop bringing resources to bear as needed, and perhaps
releasing those resources when they are no longer needed.

Solution frameworks

It is a sad fact that the majority of all major IT projects fail — and you thought that economics was
“the dismal science.” For our purpose, failure may be defined as one of the following:

® Cost overrun. The project greatly exceeds its initial projected cost due either to specifica-
tion problems or project creep.

® Time overrun. The project greatly exceeds its initial projected length before it is deployed
or is never deployed.

® Specification error. The project solves a problem that doesn't exist, or the problem
doesn’t exist once the project is complete.
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® Resource misallocation. The resources brought to bear are better used elsewhere, per-
haps solving one problem while creating more substantial issues.

® Benign neglect. The project fails because it loses a champion needed to see the project
through to completion.

Network deployment and modification projects are often large projects, and they can suffer from
any of the aforementioned defects or any combination thereof. To combat large project failures,
there have been several different approaches to managing system development and deployment.
These solution frameworks take a stepwise approach based on a team structure that forces organi-
zations to confront project plans and sign off on them step by step. As an example of how you
might want to structure a large network project, let’s consider two related approaches used in the
industry based on focused task groups.

Perhaps the best known of these solution frameworks was developed by the Office of Government
Commerce (OGC) of Great Britain. OGC publishes a set of policy guidelines for managing network
information technology resources called the Information Technology Infrastructure Library (ITIL,
www.itil-officialsite.com/home/home.asp), which has become widely adopted, particularly in the
European Common Market countries. Their methodology has been trademarked.

ITIL describes how to apply a set of best practices to network service strategies, designs, and oper-
ations, as well as how to provide a level of service as conditions evolve. ITIL has been published
through three versions, the most recent being version 3.0, published in May 2007 in five volumes:

1. Service Strategy. A service strategy would include a description of the business, a best
practices framework, service management description, key processes, and demand
management.

Tip

You can lower costs and improve the quality of your project by doing a really thoughtful and detailed project
assessment at the beginning of the project. Changes you make later in the project cost exponentially more to
fix once the project is under way.

2. Service Design. This book describes the network system architecture, business rules,
and documentation set. A Service Design Package (SDP) includes a service-level manage-
ment catalog, business continuity plans, network security scheme, key suppliers, and
staffing/role assignment.

3. Service Transition. The service transition referred to is the hand-off of prototype sys-
tems to production staff for live operation. This book also describes how to conceptualize
new projects that modify the existing levels of service, and how to manage assets and
configurations as well as configuration changes. Change management, knowledge man-
agement, and product release and deployment are tasked to the team that provides ser-
vice transitions.
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4. Service Operation. Service operation is described as a set of best practices developed to
provide the levels of service that have been placed into the service design. A service oper-
ations team provides the day-to-day IT support that working production networks and
systems require.

5. Continual Service Improvement. The CSI program is a proactive approach to improv-
ing a production system while in use. A CSI program would collect user input and feed
the more valuable suggestions to one of the other teams for implementation into the
product or a next version of the product. Other services covered by this team would
include staff training, scheduling, role assignment, and reporting.

The iterative team-based approach used by solution management frameworks is illustrated in
Figure 6.3.

A team-based approach that iteratively conceptualizes, tests, and deploys solutions has the highest chance
of success.
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In an iterative team approach, the following groups are created and the project proceeds as each
group turns over their part of the project to the next group. The groups include:

® Program Management. This team initiates the project and creates the project goals. Their
end product is a project plan.

® Development. The Development team takes the project plan and reduces it to practice.

® Test. The developed project is handed off to the Test team in order to determine that the
project works according to specification and without error.

® Release Management. The Test team hands off the project to a Release Management team
whose task is to roll the project out to the network.

® User Experience. A User Experience team works with users to ensure that the project is
accepted and works according to user requirements.

® Product Management. The Product Management team provides end user support once
the project is operational.

Iterative project programs typically include a final analysis of the proposed project and goals with
the achieved results by the Program Management team.

As part of the ITIL program, it is possible to obtain a certification in these methodologies from the
ITIL Certification Management Board. The OGC (www.ogc.gov.uk/), IT Service Forum
International (itSMF; www .itsmfi.org/), Examination Institute for Information Science (EXIN;
www.exin-exams.com/), and Information Systems Examination Board (ISEB; www.bcs.org/) all
contribute to these certification exams, with the latter two organizations administering the exams.
Qualifications awarded include Foundation, Practitioner, or Manager/Masters of ITIL Service
Management, ITIL Application Management, and ICT Infrastructure Management.

The Microsoft Consulting Group adapted ITIL’s team-based approach for use in their major proj-
ects. Their success led Microsoft to incorporate this approach into two different methodologies —
Microsoft Operations Framework (MOF) and Microsoft Solutions Framework (MSF). With MOF,
the goal is to run the network efficiently, while MSF aims to build the network well.

Microsoft Operations Framework

Microsoft describes the Microsoft Operations Framework (MOF; www.microsoft.com/mof/) as a
superset of ITIL, but it is probably better described as being a highly adapted version of ITIL. MOF
offers operational guides, templates, assessment and support tools, access to white papers, course-
ware, and case studies. Microsoft also offers services related to MOF. MOF’s emphasis is on how to
meld people and processes in complex networking environments. MOF guidance tends to consider
distributed and heterogeneous networks. MOF runs using the iterative team approach that was
described previously.

Microsoft Solutions Framework

Microsoft Solutions Framework (MSF; www.microsoft.com/msf/) offers solutions that the public can
download and use. Among the solutions that can be obtained are product or platform deployments
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or rollouts such as Windows Server, Exchange Server, Visual Studio Team System, Web and
E-commerce services, ERP, n-tiered transaction systems, and operation management systems, among
others. Perhaps the best representative solution that you can download is the Microsoft Solution
Accelerator for Business Desktop Deployment 2007 (BDD; technet.microsoft.com/en-us/library/
bb490308.aspx), which is a solution framework that Microsoft distributes for the deployment of
Windows Server 2008/Vista. Many of Microsoft’s deployment tools are conveniently bundled in

the BDD.

MSF is currently at version 3.0 and includes both Team and Process models; integration into the
Microsoft Operations Framework; and project, risk, and readiness management disciplines. When
you download one of the business solutions, you will find that it contains a set of guidelines on
how to construct different teams and have them interact, what each team’s deliverables are, a set of
best practices, and a collection of other resources related to the projects being described. The
framework presents a set of recipes that you can adapt for your own situation. Figure 6.4 illustrates
the relationships between teams and tasks in an MSF solution.

In Figure 6.4 the project starts in the Envisioning stage and proceeds through Planning, Development,
Stabilization, and Deployment phases using groups of the type that was described before for an itera-
tive team approach. Each of the diamonds represents a milestone that is defined in the project plan,
which for the inner circle is most often represented by hand-off from one group to the next. The
outer circle represents concrete tasks and milestones required by the project.

The project proceeds clockwise from the top with both the inner stages path and the outer tasks
paths synchronized. An MSF solution doesn’t require complete hand-off from one group to
another. There may be stages during which two or more groups may still be actively working on
the project.

The MSF solution has a set of foundation principles that Microsoft describes as follows:
e Shared vision. Each team should have a shared vision for their task and for the project as

a whole.

® Accountability and responsibility. Each deliverable should be clearly shared and
assigned.

® Open communication. Keep communication open both inside the group as well as
between project teams.

e Empowerment. Allow team members to take responsibility.

® Delivery of value. Match a need to a set of deliverables.

® (Quality. Invest in quality, and be quantitative about it. Measure the results.

e Risk management. Continually monitor risks and be reactive when problems arise.

® Learning from experience. Completed project steps should be subjected to a post-project
review.

® Being agile. Be open to change based on your experiences.



Chapter 6: Servers and Systems

FIGURE 6.4

The group-oriented process embodied in the design of a Microsoft Solution Foundations business solution
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Figure courtesy of Microsoft, Inc.

Server and Systems Sizing

It is essential to understand your servers, services, and systems performance on a quantitative level
in order to make good decisions going forward. If the technology is newly deployed, the best
approach is to experiment with the system in a testing lab or scenario that provides a realistic diag-
nostic potential. In some instances, industry benchmarks are constructed using real-world scenar-
ios that may be of use. For example, the Transaction Processing Performance Council’s various
benchmarks often simulate a real-world scenario such as an E-commerce or data warehousing
application. The best metrics are the ones that you develop on your own network using your own
systems.

Defining levels of service

To quantify system performance, you need to measure the Quality of Service (QoS) levels in these
areas: response time, throughput, availability, reliability, scalability, adaptability, and security.
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FIGURE 6.5

Several of these factors that are part of QoS, particularly reliability and adaptability, are intrinsic to
the technologies that you choose and often need to be designed into the functional requirements
for the network from the beginning. Quality of Service or QoS is essentially defined as providing a
measured level of service based on an analytical assessment or performance measurement.

Response time

Response time measures the time it takes for a request to be processed. Measuring the response time
is equivalent to determining the rate-limiting step in a chemical mechanism. If you know the rate-
limiting step, then you have a measure of the current factor that limits your system performance.

For a client/server application such as a browser making a request to a Web server, the response
time can be broken into application, network, and server responses, as shown in Figure 6.5. In
Figure 6.5 a service request is initiated and starts at the client in the outgoing stack at the top left
of the figure. Client response times, network response times, and then server response times all
contribute to the latency of the process as the request leaves the client and arrives at the server.
Once the server has processed the response, it then sends the response out (Server I/O) and the
factors involved in the incoming response components begin. The processes proceed from the top-
right Outgoing stack to the bottom-right Incoming stack going right to left. Incoming factors
include the network response time involved with the server and then client portions of network
handling, and finally end when the client can display the result.

In practice, separating the different components of the response times into times you can measure can
be difficult. You might measure the response time as the time between when you press the Enter key or
click the OK button and the time the result appears on your screen, or you might measure the network
response time as the time it takes for a message such as a PING to be sent to a network node.

The different components of a response time for a client/server interaction

Outgoing

Incoming
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A system’s throughput is the number of operations or transactions that can be performed per unit
time. When throughput is measured, it is important that the operational characteristics be defined
in a meaningful way. Throughput may be quantified using the following formula:
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Throughput = MINIMUM {server capacity, available workload}

Throughput can vary greatly under conditions of heavy server or network loading from the average
or ideal conditions you might encounter or wish to encounter. A typical throughput curve will rise
steadily toward 100 percent utilization, at which point the throughput may decrease as a component
of the service becomes the gating factor. For example, many systems cache data to enhance perfor-
mance or extend memory. At high levels of utilization, disk thrashing may begin eliminating the per-
formance enhancement that the cache was designed to offer. Disk thrashing is a condition of low
system performance where the system requires an excessive amount of disk I/O (paging) to service
requests because the system has no free RAM to store the data that is required by current processes.

Throughput metrics include:

e millions of instructions per second (MIPS) for CPUs

® /O per second (IOPS) and kilobytes transferred per second (Kbits/s) for disk drives
® packets per second (PPS) or megabytes per second (Mbits/s) for network segments
® (ransactions per second for applications

® page views per second

® HTTP requests per second, or kilobytes per second (Kbits/s) for Web servers or sites
® messages per second for an e-mail server

® searches per second or sessions per second for a database

Throughput is a measure of a quantity per unit time and is meaningful as long as the quantity and
time are comparable. For example, it is unreasonable to compare metrics for an e-mail transfer of 4
K messages versus one that has a megabyte attachment associated with it.

A well-defined benchmark attempts to correct for these differences by performing a mixture of
tasks so that some are performed with low priority, others with high priority, and other factors are
varied. For example, the TPC-C V5.10 (www . tpc.org/tpcc/default.asp) executes a mix-
ture of transactions using a typical Online Transaction Processing (OLTP) order entry system that a
wholesale supplier would require, including entering and delivering orders, and monitoring the
level of stock at warehouses. The benchmark measures the number of orders of this hypothetical
system per minute as expressed in the metric tpmC.

Caution

There are lies, damn lies, statistics, and benchmarks. I can’t stress enough that a benchmark is only useful when
it compares two systems using consistent methodology. A benchmark that measures network performance for
small packet transfers will likely be very different from one that measures the performance for large frame
transfers. Be vigilant.

Availability

Availability is defined as the fraction of time that a service is available, and is a fundamental net-
work metric for many systems. An online store may seek to have an availability of four nines or
99.99 percent uptime; the system would then be unavailable for over 52 minutes a year. This
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uptime would be considered to be borderline “mission critical,” but would obviously be inade-
quate for a system that monitors patients in a critical care facility. Availability is a fundamental net-
work design parameter.

Reliability

Reliability is a measure of the probability that the network will perform correctly over time. Many
people fail to differentiate between availability and reliability; although these two concepts are related,
they are sufficiently different to consider when designing or upgrading a network. A network can be
available and still deliver operations that are not reliable. For example, in a packet-switched network
under heavy loading, systems may still be available while an increase in the error rate reduces the net-
work’s reliability. As the reliability increases, its rate approaches the availability rate.

Scalability

The term scalability is applied to a system that can add additional load without a degradation of
performance. Load can be expressed as the number of users, the number of concurrent sessions, or
some other factor. If adding more load changes the performance characteristics of a network (usu-
ally in a negative manner), the system is considered to not be scalable at the point at which the
impact becomes significant.

Adaptability
Adaptability, defined as the ability of a network to be extended to include other services, is a
design consideration when installing or upgrading a network.

Security

Security is a combination of providing data access, maintaining confidentiality, and verifying the
actions of systems and users.

Quantifying performance

It’s good to have a general feeling for the Quality of Service factors that any service installation or
upgrade requires; but it is much better to be able to quantify performance using a set of real system
metrics to focus in on the tasks required to obtain the desired results. It is considered a best prac-
tice to maintain a set of performance logs collected over time in order to determine trends and iso-
late problems. Analysis of trends allows you to be proactive in upgrading or modifying your
network; they allow you to diagnose errors because they serve as baseline measurements, and
through event logs they allow you to get detailed information on network conditions.

The following set of data on resource utilization is useful to monitor:

® CPU utilization. The average and peak levels of CPU utilization were collected and ana-
lyzed to determine trends over time as well as utilization over the typical work week.

® Memory utilization. The amount of memory in use, the number of page faults, cache
performance, and other factors were collected and analyzed.
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o Disk utilization. The size of allocated disk space was tracked, as were factors such as disk
IOPS, to determine trends over time and over a typical work week. Different disk struc-
tures and types were analyzed, including various types of RAID, dedicated storage arrays,
and others.

® Network utilization. Factors that indicate the level of network performance were collected.
These factors include throughput, response times, and collision rates, among others.

Note

Modern network operating systems offer a great variety of performance counters. Only a few are typically running
in a default system, so if you need additional types of counters, you may need to install them and/or enable them.
Many applications, particularly enterprise server applications, come with their own set of counters that are installed
as part of the application’s installation process. You may want to consult your operating system and application ven-
dor’s documentation to determine which additional counters may be available. Be careful in your use of counters, as
enabling them may impact the performance that you are trying to measure. This is particularly true of disk counters.

To obtain this data, different performance counters were turned on at the server, routers, and per-
haps at some representative clients. The key observable performance data that you might want to
collect is summarized in Table 6.1.

TABLE 6.1

Key Measurable Performance Data

Symbol Description

Measured Data (operational variables)

T Time period of observation

K Number of resources used

Bi The time the resource 1 was busy during T

Al The total number of service requests that are presented to resource i during period T

A0 The total number of service requests (of the type being studied) that were presented to the
overall system during T

ci The total number of returned completed requests from resource i during period T

co The total number of returned completed requests from the system during period T

Derived Data

Si The mean service time per completion at resource i is: Si = Bi/Ci
Ui The resource utilization of 1 is: Ui = Bi/T

Xi The throughput of resource 1 is: Xi = Ci/T

li The arrival rate at resource i is: [1 = Ai/T

X0 The overall system throughput is: X0 = Ci/CO

Vi The average number of visits per request to resource 1 is: Vi = Ci/C0

Source: Performance by Design, by Daniel A. Menasce, Virgilio A. F. Almeida, and Lawrence W. Dowdy, 2004, Prentice Hall.
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Performance relationships

Utilization is a key factor in determining the need for additional resources. Once a resource is fully
utilized, there is no more capacity available to perform the function (tasks) that the resource is
busy doing. Utilization, as you can see in Table 6.2, is defined as Ui = Bi/T. To calculate the aver-
age time that resource i took to complete a task, you multiply this equation by ci/c1i, which
yields the following equation:

Ui = (Bi/Ci) / (T/C1)

Then, because Bi/Ci is the average service time Si, and T/C1 is the inverse of the resource
throughput X1, you reduce the equation as follows:

Ui =951xXi

The relationship derived above is referred to as the Utilization Law, and it states that a resource’s
utilization rate is the product of the average service time times the throughput. When the comple-
tion rate is such that all arrivals are processed during the observation period, Ci = A, then X1 =11
and the Utilization Law takes the form:

Ui=951ixli

If the resource that you are studying has multiple instances — for example, multiple connections
or wires, multiple processors, and so forth — then the Utilization Law accounts for these instances
using the following generalization:

Uli=(SixXi)/m
where m is the number of servers that a resource has.

A service request almost always requires multiple uses of critical resources. For example, if you
make an HTTP request to a Web server, completing the request might require several READs to
obtain the data objects necessary for the response. If the data objects are in cache, then the
resource being utilized is RAM,; if not, then multiple requests may need to be made from disk(s).
When a set of requests are made using a resource, you can define a performance factor called a ser-
vice demand. The service demand Di is the total average time spent by an average request of the
type being analyzed for the resource i. The formula for service demand is then:

Di=(UixT)/C0=0Ui/X0
or alternatively,
Di =VixSi

This relationship, known as the Service Demand Law, states that the service demand is obtained
from the visit count multiplied by the service time, or alternatively, the resource utilization divided
by the overall system throughput. For any resource derived from multiple instances, you can gen-
eralize the equations to the following:
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Di=Ui,r/X0,r=Vi, rxSi,r
where 1 represents the different classes of service demands, each class being computed individually.

When studying a resource i, you determine that the number of visits to the resource required by
the request is 4, and the throughput of the resource is 3.5 requests per second. If this is a disk
drive, for example, the 3.5 requests per second are in the form of disk I/O (READ/WRITE) and the
units are in IOPS. To relate the resource’s throughput X1 to the system’s throughput X0, you
would use the formula:

Xi =Vvix X0

which generalizes to
Xi, r=Vi, rxX0,r

This equation is referred to as the Forced Flow Law, and applying this law to our example, the
throughput of the disk would then be 3.5 x 4, or 14, IOPS.

You can relate the average number of requests, the throughput, and the average time of a request
using a formula that is called Little’s Law, as follows:

Al =XixgSi

Consider the trivial circumstance where a disk subsystem either has a single request or there is no
request at all. In this circumstance, the probability that the request is being serviced is equivalent
to the disk subsystem’s utilization. When there is no request, the probability is equivalent to the
disk subsystem’s idle time. The equation above is simply a restatement of the Utilization Law.

For a situation where there is a request queue and a certain number of active requests on the disk’s
subsystem, you can formulate the relationship between the queue length and active requests (N1),
the average time of the request (R1i), and the throughput (xi) as follows:

Ni=RixXi

This same equation reshuffled shows that if you know the queue length and the throughput, then
you can calculate the response rate as follows:

Ri=Ni/Xi

Little’s Law can be applied to a broad variety of resources and situations when evaluating system
performance. However, there are some limitations that you need to be aware of. For Little’s Law to
function correctly, requests cannot be created or destroyed in the system. A request in the queue
that is processed must at some time be completed by the system. The time that any one request
spends in the queue isn’t relevant; it can be random, Last In Last Out, First In First Out, or the
like, as Little’s Law is applied to average values.

Consider a client server system with multiple (M) clients accessing a server, as illustrated in Figure
6.6. A client is either processing a request or the client is idle. The average number of clients in the
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request state is Mavg and the average number in the idle state is Navg. Because clients can be in
either state, the sum of these two averages equals the number of clients:

M = Mavg + Navg

The system shown in Figure 6.6 shows multiple client requests made to a server (the bottom set of
multiple arrows on the left) and sent to the server on the right. The average time spent by a client
in the idle state (Z) is shown by the bar on the left, and the average server response time (R) is
shown by the bar on the right. Little’s Law separately states that the average number of clients in
the request state is related to the system’s throughput (X0) multiplied by the server’s response time
as follows:

Mavg = X0 x Z

which states that the average number of requests per unit time or throughput equals the number of
completed requests per unit time or system throughput (X0).

A client/server system request/response model

Client

Little’s Law applied to the server leads to the relationship:

Navg = X0 x R

Combining the two expressions leads to the equation called the Interactive Response Time Law:

R=(M/X0) -2
or more generally foramultiple system,

Rr= (Mr/X0,r) - Zr
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The Interactive Response Time Law then states that the response of the server is equal to the num-
ber of clients divided by the throughput minus the idle time.

Table 6.2 shows the five operational laws that have just been described.

TABLE 6.2

Operational Laws

Law Relationship Description

Utilization Law Ui=XixSi=IixSi Relates utilization to throughput and mean
request handling time. The last term is true
if all inputs are processed.

Forced Flow Law Xi=VixX0 A resource’s throughput is equal to the
number of visits (requests) multiplied by the
system throughput.

Service Demand Law Di=VixSi=Ui/X0 A resource demand is related to the number
of visits times the average request comple-
tion time, or to the resource utilization
divided by the system throughput.

Little’s Law Ni =RixXi The queue length and active requests is
equal to the t average time of the request
times the throughput.

Interactive Response Time Law R= (M/X0) - Z In an interactive system, the response rate is
equal to the number of clients divided by
the system throughput minus the idle time.

Source: Performance by Design, by Daniel A. Menasce, Virgilio A. F. Almeida, and Lawrence W. Dowdy, 2004, Prentice
Hall.

Eliminating bottlenecks

The whole point of this exercise is to have the highest limit for throughput and the shortest
response time possible, within the limits of the technology that you are working in, for any service
demand that you are analyzing. To apply the five operational laws discussed previously, you need
to be able to isolate the performance characteristics of the resource in question, which in complex
network systems can be difficult to do. Still, these equations supply a theoretical framework for
performance limits and you need to derive or at least approximate their values in order to input
them into any performance model that you want to consider.

If you had to understand an entire network in order to improve performance, you would be faced
with an intractable problem. In almost all cases, though, the performance for any service demand
is entirely dependent on one subsystem or factor, and in rare instances perhaps two factors. Any
factor that gates performance is called a bottleneck, and the nature of a bottleneck is that it is the
system resource that has the highest utilization and lowest response rate, and has reached the limit
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of its available throughput. The rationale for improving performance is to successively eliminate
bottlenecks until you achieve the desired result. For example, if you have a network containing a
set of 10Base-T connections and the speed of the network is gated by these connections, then
removing the slowest-performing link simply moves the bottleneck down to the next connection.
Replacing all the 10Base-T links, however, would remove that class of bottleneck, revealing the
next issue in performance, which might be the hubs that you are using.

Consider four hypothetical resources, A to D, where the utilization and throughput for each have
been measured over a range of input. In Figure 6.7, you see a plot of each of these resources
mapped over their utilization range. Each of the symbols — plus, triangle, square, and circle —
represent measured data points for each of the four resource curves shown. Resources B through D
retain spare capacity throughout the input range that was measured. Resource A, however, approaches
100 percent linearly up to a throughput of 7 and greater where it can no longer service the
requests efficiently and the curve flattens out. Enhancing the performance of A therefore eliminates
this particular bottleneck.

FIGURE 6.7

A plot of utilization versus throughput for four resources highlights resource A as a bottleneck.
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Because the Service Demand Law relates resource demand to utilization and throughput, you can
use the experimental quantities you measured to calculate the overall resource service demands as
follows

Di,r =Ui,r/X0=A-DSUi/X0 =UA/X0 + UB/X0 + UC/X0 + UD/XO0

to obtain the total resource demand of the system based on the overall system throughput that you
measure. The resource that is measured to have the highest service demand will have the highest uti-
lization, and vice versa,; it is therefore the bottleneck of the system and is governed by the equation:

X0=<1/(MAX {Di})

This applies to resource A under heavy load in Figure 6.7, and is referred to as the upper asymp-
totic bound throughput limit under heavy load.

Different types of resources have different levels of concern based on the utilization rates. For disk,
you might start to monitor any disk system that is 50 percent utilized, worry about any disk that is
70 percent utilized, and worry harder about any disk that is 80 percent utilized. Many disk opera-
tions begin to fail when the disk system is more than 85 percent full. This is particularly the case
with databases and graphics, which store copies of the entire data set to disk as temporary files.

You can also consider the number of visits or requests and its relationship to service demand and
throughput to make predictions on the nature of the bottleneck resource under light loading,
which is a different problem than the one you’ve just seen for a heavily loaded system. Little’s Law
is the relationship that provides this connection. In a lightly loaded system with N transactions and
no queue, Little’s Law predicts that:

N=XxR>= (KSi=1Di) x X0
Rearranging this equation and solving for X0 leads to
X0 =<N/(KSi=1Di)

which is described as the upper asymptotic bound of throughput under light load. If you combine
the two upper asymptotic bounds on throughput together in the same equation, you can derive the
following relationship:

X0=<MIN[(1/MAX {Di}), (N /(KSi=1Di))]

Figure 6.8 illustrates the relationship of the two upper asymptotic bounds on throughput for high
and low loading and the impact that upgrading a bottleneck resource has on those relationships.
The measured throughput for the original system is shown by the line with plus data points that
approaches the heavily loaded system line, which is indicated by the line with triangle data points.
In the original system, the throughput can approach this limit. When you upgrade the system and
set a new heavily loaded limit line, shown as the line with square data points, the upgraded system
can now approach this line as indicated by the upgraded system line with the circle data points.
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FIGURE 6.8

A system under light load doesn’t suffer from these limitations. In a lightly loaded system, the sys-
tem can scale linearly. The two lines, the original system under light load with star data points and
the upgraded system under light load with pentagon data points, scale throughout their range. The
upgrade system is able to scale with a higher slope attaining greater throughput faster. Note, how-
ever, that there is a limit to the number of transactions that the lightly loaded system can accom-
modate and that the original system will support up to only six outstanding transactions while the
upgraded system will scale up to nine outstanding transactions in the data queue.

Bounding limits under light and heavy loads for an upgraded resource
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Network modeling

The process for modeling a computer network involves determining the different states that the
network can be in, their probabilities, and the relationships between each state and other states.
Given six states A to F, what are the relative probabilities that a particular state will lead to the
other states? This type of modeling is referred to as a Markov model or chain, and defines a stochas-
tic process that conforms to the Markov property limitation. In Markov models, the Markov prop-
erty is that for any present state, transitions to future states are independent of the past states of the
system. That is, the past does not determine the future.

Note

The Google PageRank feature is based on a Markov chain.

To build a Markov model, you can start by considering a random walk through the state space,
noting the probabilities at each step. The resulting map or graph is a set of nodes representing each
state and relationships between nodes that represent transition probabilities. Consider a packet-
switched network with four different routers A to D, each interconnected by network segments.
Figure 6.9 shows a Markov model representing the probability that a particular message has for
navigating the network. Notice that the probability of leaving any one router is 1.0, and the proba-
bility of entering any one router is 1.0. You can determine the sum of the probabilities by adding
all of the probabilities of arrows leaving the router and all of the probabilities of arrows entering
the router. The arrows represent the next hop in the system.

A Markov diagram for four routers on a network
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Having established the probabilities for transitions from router to router, you can use the Markov
diagram to predict the behavior of this part of the network to solve for problems such as which
router or network segment will be used most heavily. To solve these problems, you need to create
a set of states to which a Mean Value Analysis (MVA) can be applied. For example, if a path
through this router set is described as (Segment 1, Router, Segment 2), then you can fully describe
the router space with a set of state transitions as follows:

(BA, A, AC), (BA, A, AD), (CA, A, AB)...(AD, D, DB), (BD, D, DC), (CD, D, DA)

Because you know the probability for each network segment, you can assign weights to the states
or paths described. Some terms will drop out; other terms will be shown to have higher probabili-
ties. The path vectors would then be written as:

0-35BA—2& 64y, (0.35 BA, A, 0.5 AD), (0.4 cA, A, 0.5 AB)...
(0.5 AD, D, 0.6 DB), (6—BB—D 01Dy, (64 €b,—Db,—06DA)r

The terms that are shown as strikeouts in the listing of path vectors are terms that drop out
because they have a component that has a zero probability, making that path impossible to follow.
Because all of these paths have relative weights, you can add up all of the paths, normalize the val-
ues, and obtain solutions to which paths have the highest probability and which router will see the
most traffic.

Markov diagrams have a wide application. You could have chosen a set of disks in a disk array, a
set of processors, processors and disks, or any other system you like that is not deterministic.
Essentially, you use the Markov diagram to look into the black box that Little’s Law abstracts pro-
cesses into.

While Markov models are widely used in many disciplines, they can’t be applied to many prob-
lems. As mentioned previously, they don’t apply to situations where the previous state has an
impact on the next state in a system. If one router is significantly slower than the other routers, or
if self-loop paths influence the next path chosen, then either those factors must be incorporated
into the Markov model or the model will not make accurate predictions. The more factors you add
into the model, the more complex the problem becomes, and the more likely it is that the com-
plexity will lead to inaccuracy.

Another problem with the Markov model is that it makes the assumption that the relative probabil-
ities are fairly weighted. If a router has two paths leading out that have equal probabilities (50 per-
cent) and the first packet out takes path B, then the probability that the next packet will take path
Ais still 50 percent. The probabilities make no specific demand on the path that the next packet
takes, even though the population of probabilities will eventually apply. This is referred to as the
exponential assumption, that probabilities are exponentially distributed. As an example of how
probability can go awry, consider the fact that in the Super Bowl, the NFC team has won the coin
toss the last 10 times. Go figure, the odds of that happening (for a fair coin toss) are 1 in 210 or
0.098 percent, even though every single pick by an NFC team still has only a 50/50 chance of
being correctly picked
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To use a Markov model that accounts for a path with two parts, you could decouple the two seg-
ments into individual states, each obeying the exponential assumption. This partitioning would
then lead to a more accurate but more complex solution.

In theory, you can construct a Markov model to solve any problem. However, when the number of
states rises to a certain level, the equations that solve problems in that state space become compu-
tationally onerous and the model no longer can be understood on an intuitive basis. To get around
these types of problems, other variations of the Markov models are used, as are other model types.
Because the topic of network modeling is more an applied mathematics problem than a network-
ing problem, if you want to read more about performance modeling, you may want to read one of
the texts on this area of study.

Server upgrades

Let’s consider a specific example of how you can use a Markov model to determine how to upgrade
a specific network server. If you have a system of domain servers and notice that those servers are
beginning to reach high levels of utilization, you might conclude that these servers must be
upgraded. Here are some items that you will need to know in order to calculate the impact of
upgrading one component versus another server component:

1. Maximum load. The period of highest workload is Monday mornings from 8:30 to 10:00
with a specific measured load level.

2. Application characteristics. The application characteristics are crucial in setting RAM
requirements, disk sector size, network bandwidth, and other parameters.

3. Disk performance. When you match the application’s I/O pattern to the disk configura-
tion, you are able to improve performance dramatically and lower disk requirements.

4. Server/storage abstraction. By abstracting server functions from storage functions, the
system is made more reliable, flexible, and available.

5. Network performance. The domain servers generate significant replication traffic that
impacts the network, so fewer, more powerful servers are preferred. Replication traffic
should occur over dedicated network segments. An availability level of 99.95 percent was
deemed satisfactory for this particular network service.

6. ROI calculation. An understanding of the Return on Investment (ROI) of the upgrade/
expansion project is performed to justify the expenditure. ROI forces you to examine fac-
tors that you might not normally think about, such as system and software life cycles, and
so this is an important step that you don’t want to ignore.

An upsizing project based on these results might have the following phases to it:

® Historical data analysis
® (Capacity planning
® System selection and design

® Testing and fine-tuning
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FIGURE 6.10

® Pilot phase

® Production and rollout

Based on the results of this study, it was determined that the domain servers should be consoli-
dated and their power increased, and that a dedicated connection should be established between
domain servers. The question is, what type of server consolidation is a best fit? Server consolida-
tion can:

® Scale Out. Increase the processor count by adding more systems

® Scale Up. Increase the processor count by deploying fewer, but more powerful servers

The two approaches have very different effects, both on networked server applications and on the
network infrastructure. Figure 6.10 shows Scale Out and Scale Up graphically. When you scale
out, once the server capacity is taxed, you just add another server to what is called the “server
farm.” When you scale up to a large server and you max out your server capacity, you add addi-
tional capacity to any particular application or task by dedicating more processors on the large
server to the task at hand. Both approaches have their own set of benefits and penalties.

Scale out (left) adds more servers, while scale up (right) adds fewer but more powerful servers.
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Scale out can be done incrementally and offers more options in terms of vendors and configuration
than scale up does. Scale out is usually less expensive because it relies on replicating commodity
equipment to achieve additional scale. From a network perspective, scale out maximizes the num-
ber of channels and provides better opportunities for applying technologies such as load balancing
and failover. The fact that equipment is less expensive and less reliable is offset by the flexibility
that scale out offers. Scale out gives you the benefit of working with smaller server units, and
achieves availability through redundancy. As a rule, scale out requires more management than
scale up does.

If you have an application that doesn’t create a persistent connection to a server (is stateless), such
as a Web service, then that server service is a candidate for server scale out. The large server farms
that run Internet sites, terminal server farms, and other similar types of applications are often
architected using this approach. Applications that aren’t CPU and memory limited, but are bottle-
necked in network I/O, lend themselves to server scale out.

Scale up has its own advantages. When you scale up, you have fewer servers, there are fewer points
of failure, and you have a simpler network architecture. This also provides fewer servers to man-
age, maintain, and upgrade. Large SMP system vendors pay more attention to the quality of their
components, are able to run enterprise versions of network operating systems, and offer consider-
ably better support to their customers. Scale up places your eggs into one basket, but a more
robust and fault-tolerant basket.

As a general rule, dense SMP systems that support high processor counts and powerful processors
don’t usually emphasize network I/O. Applications that benefit from enhanced processing but
aren’t I/O limited benefit from a scaled-up system. For example, a data warehouse application
requires the processing of large data sets, but the reported results require modest network connec-
tivity, and so the application is a good candidate for a scale up approach.

Summary

Servers play a central role in networks. They provide the services that other systems need. This
chapter focused on how to determine capacity and loading in order to have a well-functioning net-
work. Different project methodologies for adding server capacity were described.

Performance data allows you to derive fundamental network relationships. These relationships
help you to determine which network resource is a bottleneck and allow you to figure out how to
remove those bottlenecks. Modeling networks using a Markov model was presented.

In the next chapter, the concept of a network interface is described. Network interfaces, just like
servers, are hardware, software, and a fundamental network component.
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CHAPTER

—

The Network
Interface

n interface occurs where two different media or substances form a
Aboundary. Each of the connections in a network is a network inter- IN THIS CHAPTER

face, and that interface represgnts'the boundary between the physical Physical and logical interfaces
transport layers that transfer communication and the layers that prepare data
for use with applications. A network interface is addressable, that is, a signal Physical and logical interface
can be sent over physical media meant for that specific interface. addresses

The binding and provider

In most networking books, the concept of a network interface isn't clearly
order’s effect on

defined and is discussed only in relation to various topics. However, I begin

this chapter by defining a network interface. Network connections and their performance

properties are important concepts that apply to networks of all types and are Multihomed isolation and
also covered in this chapter. From an outside perspective, the network inter- routing

face is the only representation of a networked device that an outside observer

sees. Network card features

What Is a Network Interface?

Let’s begin by defining what a network interface is. A network interface is the
boundary between two different types of networking media. Network inter-
face is a loose term that can be applied to any of the following:

® The point where two different networks meet, particularly in a topo-
logical or architectural diagram

® A network card, an ASIC (Application Specific Integrated Circuit)
chip on a motherboard, a PC Card in a laptop, a USB/Ethernet con-
nector, or some other similar kind of hardware device
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® A virtual operating system object that can be manipulated programmatically

® The name given to each network connected to a router, which is an intelligent network
switch

® The point at which a terminal connects to a network

® The point at which a switched public telephone network connects to a private telephone
network

You may encounter the term network interface unit (NIU), which is used to refer to any network
interface device that connects devices to or in a local area network (LAN). The NIU performs the
function of sending and receiving data, as well as translating the communications into a protocol
that is capable of being sent to the particular network type that the NIU serves. It is common for
an NIU to contain a memory buffer so that if the communications must be resent, the data will still
be in the NIU and will not have to be fetched from the sender.

Physical network interfaces

A network interface card (NIC), also referred to as a network adapter or less frequently as a LAN
adapter, is an example of a physical network interface device. In the ISO/OSI Reference model that
you learned about in Chapter 2, a network card is both a Layer 1 and Layer 2 device, spanning
both the Physical and Data Link layers, respectively. A NIC'’s function is to receive communications
from the network and to provide the necessary translation services so that the communications can
be either forwarded to another network address or transmitted in a form that another networking
component can modify so that the data it contains can be prepared for use by an application. A
NIC is a type of NIU.

The network card doesn’t alter the data being sent, but processes the packets or frames to modify
the header or wrapper portion of the data, if required. For most network cards, the processing is
directed by the chipset on the card but performed by a system’s CPU. Network I/O is one of the
key performance metrics that can place a limit on a system’s performance.

Busy network interfaces can consume a system’s processor resources and bring a computer to its
knees. For desktop systems this is rarely a problem, but in high-performance networking where
systems are I/O limited, it is a major issue. Web servers rely on network I/O for their performance,
and are often I/O bound. Some NICs and advanced motherboards now incorporate special ASICs
to offload the processing of the entire TCP/IP stack to a network controller, a technology called
TCP offloading. The TCP Offload Engine (TOE) is optimized to process TCP headers.

Cross-Ref
Chapter 16 covers TCP offloading in more detail.

Network interface chips are now built into nearly all motherboards because the network chipsets
are inexpensive, and on-board networking is a very convenient feature to have. Many high-perfor-
mance motherboards, such as those used in gaming, workstations, and servers, come with two net-
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work interfaces, which provides a number of different configuration opportunities. Three network
interfaces are:

® Redundant. If one interface fails, you still have a second operational network interface to
work with.

e High performance. The two interfaces can both be communicating at the same time.

® Isolated. Each network interface can be assigned to different networks, which is the
essential function of a router.

Logical network interfaces

Network interfaces have both a physical and a logical implementation. Most of the definitions in
the bulleted list above describe a physical network interface. However, a network interface can be
the logical point of connection between a system and a network. You can think of a logical net-
work interface as being a software module or routine that emulates a hardware device. A logical
network interface can accept network traffic, as well as send network traffic; it also behaves as if it
is an I/O redirector. Keep in mind that logical network interfaces (or adapters, if you will) still use
a system’s physical network interfaces to handle network traffic.

One important example of a logical network interface (also called a virtual interface) is the loop-
back adapter. The loopback adapter is a software routine that emulates an internal NIC card that
can accept system requests and reply to those requests. The loopback adapter is used to test
whether network functions are operating correctly.

For IP version 4, the loopback adapter is found at
127.0.0.1

and for IP version 6, the address is
01

You can PING these addresses, and they respond when a system’s networking function is active. In
instances where a system’s NIC cards are malfunctioning or improperly configured, some operat-
ing systems return the address of the loopback adapter for any PING that initiates from the local
system. The loopback adapter is a diagnostic function that isn’t accessible from outside of the sys-
tem being tested.

Modern operating systems implement a network interface as an object whose properties can be
manipulated programmatically. Object-oriented programming languages can instantiate (create) a
network interface, query the network interface to determine its properties, send data to the inter-
face, or change the properties of the object and therefore change the operating parameters for the
interface.

In the Java programming language, for example, you might use the java.net .NetworkInterface
object class to create network interface instances. You can query a system to enumerate all instances of
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Note

network interfaces; use the getInetAddresses () command to list the IP addresses of a network
interface; use other methods to act on an interface; and programmatically alter an interface’s properties.
These types of commands and network interface objects exist for all other programming languages. The
Microsoft .NET Framework also has a rich network interface object that can be manipulated using the
C# programming language.

For a brief tutorial on how to manipulate network interfaces with the Java programming language, go to http://
java.sun.com/docs/books/tutorial/networking/nifs/index.html. A similar online reference for .NET may be
found at http://msdn.microsoft.com/en-us/library/system.net.aspx.
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Network Addressing

From a network viewpoint, the network interface is the system, as the interface stores the system’s
unique address and also provides the means by which network 1/O can be directed to and sent
away from any system. The address in a network interface is something that must differentiate one
specific network card from another, even when both cards are identical models from the same

manufacturer.

Physical addresses

In Ethernet networks, that address is a unique 48-bit number that is called the Media Access Control
(MAC) address. MAC addresses are contained in every single network card; they are a unique
address given to it by the manufacturer at the time of its manufacture and encoded in a read-only
memory (ROM) card. In Ethernet networks, the Institute of Electrical and Electronics Engineers (IEEE)
defines the standards by which vendors assign their MAC addresses using a unique registry. When
you create a virtual network interface, a MAC address is assigned to the interface by the virtualiza-
tion environment.

The MAC address is a physical address, as it is bound to a device. MAC addresses may be spoofed
(faked), but they can’t be duplicated.

In order to allow a network interface to seamlessly move from one network to another, each inter-
face is assigned a network address. You can consider this assignment to be equivalent to giving the
interface a logical address, and network addresses can be assigned at will. A network address that
is assigned permanently to a network interface is called a static address. One that is temporarily
assigned is called a dynamic address. For a network to function properly, no two network addresses
on the same network may be the same. Network addresses can be reused on different networks or
network ranges, called subnets, but duplicates on the same subnet will result in network errors.

A common form used to address a physical network interface is exemplified by the Solaris
nomenclature:

<driver-name> <physical-unit-number>
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The interface would then be named

hme0
hmel

and so on. Other forms of UNIX and variants of Linux use similar schemes, but Windows uses
long names for network interfaces.

Figure 7.1 shows the Network Connections dialog box in Windows Vista 64. This dialog box
shows that the computer has four network interfaces. Local Area Connection and Local Area
Connection 2 are physical interfaces that are 1000Base-T ports associated with the Realtek I/O
chipset on the motherboard; one is running and the second is unplugged (which is indicated by
the X on the icon). VMnetl and VMnet8 are virtual network interfaces. VMnet!1 is associated with
Ubuntu 8.04 (Hardy Heron) running in a VMware virtual machine. VMnet8 is associated with
Windows Server 2008 Enterprise Edition running in a second virtual machine.

FIGURE 7.1

Network interfaces appear in the Network Connections dialog box in Windows (in this figure, Vista 64).
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Different network types use different addressing schemes, but all network types rely on the
assigned network address being unique on a network. When duplicate addresses are detected, the
operating system should post an error message, but in some instances you may simply encounter
strange network behavior.

Logical addresses

A logical network interface appends an additional identifier to the names given to physical network
interfaces. In an operating system such as Sun Solaris, the format would be

<driver-name> <physical-unit-number>:<logical-unit-number>

The logical unit number, or LUN, means that there can be multiple logical network interfaces for the
same system. You can configure logical network interfaces or virtual interfaces so that they can be
assigned a number of IP addresses, and those IP addresses do not need to be in the same range
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Note

(subnet) as the physical network interface. This allows a single system to appear as if it is many
systems to the network.

LUNs become important when network interfaces are attached to resources connected to servers. Storage
servers use LUNSs to connect to disk systems and RAID arrays. Because a LUN is a unique network path, its
specification provides security features, protocol assignments, and other features that network interfaces offer
to computer systems to the data contained on these storage assets.
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Instances of LUN naming convention would include

hme0:1
hme0:2
hme0:3

and so on.

For example, if you run a virtual machine environment such as Microsoft Virtual PC or VMware
Workstation, then each of the virtual machines you create can have one or more virtual interfaces.
Each of those logical interfaces is not only assigned a unique IP address but can also be assigned a
unique host name. That’s the case shown in Figure 7.1, where you see two virtual network inter-
faces: one for Ubuntu and another for Windows Server 2008.

The use of multiple virtual network interfaces can be applied to:

® Mission critical systems. Redundant adapters can be configured to fail over when there
is a problem with the primary adapter.

e Improved performance. Multiple adapters can be load balanced to optimize
performance.

® Application isolation. An interface can be assigned to a specific application, or instance
of an application.

For example, modern Web server software such as Internet Information Services (IIS) from
Microsoft, or Apache, allows you to create virtual Web sites, to which a unique logical network
interface can be assigned. From the standpoint of a network client, the individual Web servers
appear as if they are separate systems on the server.

When you create and use virtual network interfaces, you are creating a software emulation, which
has no additional cost. You can access an individual host more directly with a virtual network
interface, and that makes it easier to specify tasks such as network backups, or to administer sys-
tems on a host-by-host basis.

Keep in mind that all virtual network interfaces still require a physical NIC or similar NIU through
which network communication must flow. The more virtual interfaces you create, the heavier the
network load can be during production. Also, when you start up a system, each of the network
interfaces must be instantiated, which adds more time to the system startup. Network interfaces
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are complex data objects, and so when you have many network interfaces (both real and virtual),
startup time can increase dramatically.

Configuring Network Interfaces

Network interfaces are so central to the successful operation of a computer system that every net-
work operating system has at least two, and usually more, methods for querying, creating, and
modifying them. For network adapters that use the TCP/IP protocol, you can query all of your sys-
tem’s network interfaces using the following procedures.

In Windows:

1. Click Start=> Run to open the Command Prompt window.
2. Type CMD, and then press Enter.
3. Type IPCONFIG /ALL, and then press Enter.

A listing of your network adapters, their MAC addresses, network addresses, and status appears in
the Command Prompt window, as shown for Windows Vista 64 in Figure 7.2

FIGURE 7.2

The IFCONFIG /ALL command in Windows Vista 64 shows the status of all network adapters.
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C:\>ipconfig sall
Windous IP Configuration
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Node Type Hyhrid
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Default
DHCP Server
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Ethernet adapter Local Area Connection:
Media State = Media disconnected
Connection-specifi
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Physical Addr Lol 9-56-8D—B6—87—
DHCE Enabled.
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In Ubuntu 8.04:

1. Click Applications=> Accessories= Terminal to open the Terminal session window.

2. Type IFCONFIG, and then press Enter.

Figure 7.3 shows the output of the Ubuntu Terminal window, with one emulated Ethernet adapter

(eth0) and the loopback adapter (10).

FIGURE 7.3

The IFCONFIG command in Ubuntu Linux lists your network adapters.

QApplications Places System

@c

arries@jackalope:’~

& @i Mon Jun 8, 10:38 PM

File Edit View Termminal Help

barries@lackalope:~$ ifconfig

ethe Link encap:Ethernet HwWaddr 00:0c:29:f9:e4:43
inet addr:192.168.106.147 Bcast:192.168.106.255 Mask:255.255.255.60
inet6 addr: fe80::20c:29ff:fef9:e443/64 Scope:Link
UP BROADCAST RUNNING MULTICAST MTU:15080 Metric:1
RX packets:31 errors:0 dropped:@ overruns:0 frame:0
TX packets:58 errors:® dropped:® overruns:® carrier:@
collisions:® txqueuelen:1000
RX bytes:4631 (4.6 KB) TX bytes:8259 (8.2 KB)
Interrupt:19 Base address:0x2080

Lo Link encap:Local Loopback
inet addr:127.0.0.1 Mask:255.0.0.0
inet6 addr: ::1/128 Scope:Host
UP LOOPBACK RUNNING MTU:16436 Metric:l
RX packets:12 errors:0 dropped:@ overruns:e@ frame:0
TX packets:12 errors:@ dropped:® overruns:@ carrier:@
collisions:® txqueuelen:®
RX bytes:720 (720.0 B) TX bytes:720 (720.0 B)

barries@ackalope:~$ [

Barrie Sosinsky (¥
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Notice that the physical address, called a MAC address in Windows, is called the HWaddr in
Ubuntu, and that it appears on the first line that is returned for each adapter. The second line in
Figure 7.3 displays the assigned network address for IP version 4, and the third line is the IP ver-
sion 6 address.

The IPCONFIG on Windows and the corresponding ITFCONFIG commands on Macintosh/Linux/
Solaris/Unix can take a large number of switches and options that can be used to create and modify
network interfaces. Although the IFCONFIG commands are very similar from one operating sys-
tem to another, particularly when it comes to UNIX, Linux, and Macintosh, there are differences
between each operating system. Therefore, you should check the MAN pages for these operating
systems, or the help page for Windows, to learn more about these commands. Figure 7.4 shows
the Ubuntu MAN page for IFCONFIG. A MAN page is the online manual’s explanation for that
particular command.
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Tip

Search engines, such as Google, index the online compilation of operating system manuals. They are particu-
larly good at finding commands. If you type IFCONFIG, for example, several different Linux distributions
appear at the top of the returned results. If you want the syntax of the Sun Solaris IFCONFIG command, then
type the search term IFCONFIG site:Sun.com.

FIGURE 7.4

The IFCONFIG command MAN page in Ubuntu Linux

File Edit View Terminal Help
IFCONFIG(8) Linux Programmer’s Manual IFCONFIG(8

INAME
ifconfig - configure a network interface

ISYNOPSIS
ifconfig [-v] [-a] [-s] [interface
ifconfig [-v] interface [aftype] options | address ...

DESCRIPTION
Ifconfig is used to configure the kernel-resident network interfaces.
It is used at boot time to set up interfaces as necessary. After that,
it is wusually only needed when debugging or when system tuning is
needed.

If no arguments are given, ifconfig displays the status of the cur-
rently active interfaces. If a single interface argument is given, it
displays the status of the given interface only; if a single -a argu-
ment is given, it displays the status of all interfaces, even those
that are down. Otherwise, it configures an interface.

IAddress Families
If the first argument after the interface name 1is recognized as the
name of a supported address family, that address family is used for
decoding and displaying all protocol addresses. Currently supported
address families include inet (TCP/IP, default), inet6 (IPv6), ax25
(AMPR Packet Radio), ddp (Appletalk Phase 2), ipx (Novell IPX) and
netrom (AMPR Packet radio).

Modern operating systems are replete with graphical utilities for working with network interfaces.
In Windows, as you have already seen, you can use the Network Connections dialog box to view
your network interfaces; and you can get to this dialog box through either the Network Control
panel or through network icons in the System Tray. Nearly all common network operating systems
have some version of a Network Control panel from which you can start to configure your network
adapter and interfaces.

Another method that is used to configure network interfaces involves scripting languages and net-
work management interfaces. SNMP (Simple Network Management Protocol)-enabled hardware
can be queried directly for its properties, and can be modified, as can WMI (Windows
Management Instrumentation) on Windows. Virtual network interfaces don’t have a physical exis-
tence, and so they can’t be directly managed. A virtual adapter is a creation of an operating system;
therefore it is the system object that must be queried. UNIX has a rich command-line interface (CLI)
for managing system properties, which include network functions. In Windows, a progression of
more powerful scripting environments has been introduced over the years, resulting first in the
Windows Scripting Host and more recently (with Vista/Windows Server 2008) the PowerShell
command-line scripting system.
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Bindings and Providers

The collection of software modules that reside between the NIC’s Level 2 Data Link layer software
and the applications found in the Level 7 Application layer in TCP/IP networking (based on the
ISO/OSI networking model) is referred to as the network stack or TCP/IP stack. As incoming com-
munication is transformed to data, it travels up from Level 3 through to Level 6. When data is out-
going, it is transformed into communications as it travels down from Level 6 to Level 3. The details
of this discussion are described in Chapter 2.

In the Windows TCP/IP stack, for example, all of the installed network components are bound to
each of the installed network adapters by default. That means that as different types of data and
communication traffic passes through the stack, there are different pathways that the data can take.
As the stack is traversed, the operating system sends the data and communications to the first
module or protocol in the list of components. If that protocol isn't able to correctly handle the
information, then the next protocol is sent the information until the entire stack is traversed.

The order in which components are used in the network stack is referred to as the binding order,
and it is something that you can modify, and by doing so optimize network performance. When an
operating system imposes a binding order, it has no idea which protocols you might use, and
which you won’t. When you don’t have the requisite protocol, that particular class of networking
doesn’t work on your system. The solution to the problem is obvious: you add the component you
need to your binding order. When you have protocols that you don’t need, you impose unneeded
network overhead on your system.

Each adapter stores and maintains its own binding order, and so you can add or remove compo-
nents and/or protocols from each adapter, as well as change the order in which the components
are expressed in the binding order. Not all operating systems allow you to manage the binding
order, which is considered to be a more advanced feature, but most network operating systems
used on servers do. On a desktop, modifying the binding order probably doesn’t change the per-
formance of the system, as most of the time desktops have modest network I/O. However, in sys-
tems that are network /O limited, optimizing the network stack can make a significant difference
in system performance, lowering CPU processor loading and improving data throughput. Systems
of this type include Web servers, thin client terminal servers (such as Citrix server products and
Windows Terminal Server), telephony servers, director- (enterprise-) class switches and routers,
and many other server types.

To access the binding order in either Vista or Windows Server 2003, do the following:

Click Start= Control Panel = Network and Internet.

2. Click the Network and Sharing Center link, and then click the Manage network connec-
tions link.

3. In Vista, press Alt to view the menu (not necessary in Windows Server 2008), click
Advanced, and then select Advanced Settings.
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4. Click the Adapter and Bindings tab, and then select the connection you want to view or
modify.

5. Click Bindings for <ConnectionName> and then use the Up and Down arrow buttons to
modify the binding order, as shown in Figure 7.5.

FIGURE 7.5

The binding order, as shown in Vista 64
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6. Click the Provider Order tab (shown in Figure 7.6) to view or modify the network pro-
vider order (NPO); the network interface uses the provider order to prioritize communi-

cation with the other devices on the network. You can use the arrow buttons to modify
this order.

Changing the order of either the bindings or the providers will affect your interface’s performance,
so be sure to test the impact of any new settings.
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Windows uses the term network provider to describe a dynamic link library (DLL) that contains the
routines necessary to connect with other network types, such as Novell, which is exposed through
a network provider API. Each provider is a client of a Windows network driver and is responsible
for creating and managing connections.

FIGURE 7.6

The provider order

Advanced Settings —

Adapters and Bindings  Provider Order ]

You can amange the order in which this computer accesses
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1" Network Providers
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Microsoft Terminal Server Network Provider
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There’s no rule that the network stack must be an operating system function, although that archi-
tecture allows new features to be added and code to be optimized more easily than code embedded
in hardware. The transition from the Windows XP/Server 2003 core to the Windows Vista/Server
2008 core included a completely rebuilt network stack that exhibited some dramatic improve-
ments in areas such as Server Message Block (SMB) file transfers.

Isolation and Routing

A general-purpose computer or a special-purpose computer that functions as a network appliance
can have two or more network adapters. When there is only a single adapter, the system is referred
to as single homed; with two network adapters it is dual homed; and when there are multiple net-
work adapters, the system is referred to as multihomed.

There are many good reasons to have multiple network adapters in the same system, among which
are the following:
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e Improved performance. You get additional throughput when you add more network
adapters.

® Fault tolerance. A system can be configured so that if one network adapter fails, traffic is
directed to a backup.

® Multipurpose Use. One network interface can be used for network communications,
while a second network interface can be used for system management, fault tolerance, or
high-performance connections.

Early dual network-ported motherboards used one high-speed interface and a low-speed
interface, such as 100Base-T (100 Mbits/s) Ethernet and 10Base-T (10 Mbits/s) Ethernet,
respectively, in combination. Later variants used 1000Base-T (Gigabit, or GigE) Ethernet
along with a 100Base-T connection. As high-speed Ethernet chips have dropped signifi-
cantly in price, it is rare to find a motherboard that offers two network interfaces that
doesn’t have both as high-speed network interfaces.

® Routing. Two or more network adapters define a path or route that can be managed,
based on factors you specify.

® Isolation. Routing provides two very desirable features that are essential for secure net-
working: physical isolation and protocol isolation, each of which is described briefly in the
sections that follow.

All of these are good reasons to have an additional network interface in any computer. Networking
functions are among the most heavily used system components, and they tend to fail more often
than many other functions. The older any computer system becomes, the more likely it is that a
newer network interface card will add more speed, better security, and most importantly, more
up-to-date device driver support. The network interface device driver is a fundamental factor in
determining the speed, stability, and compatibility of the network interface in any system.

Physical isolation

In order for one device on a network to discover another device, the network interface of both
devices must share the same network address range, or more precisely, be on the same subnet. If
you have one computer with an IP address of 4.2.2.1 (which happens to be Verizon’s DNS server
address) and another computer with an address of 4.2.3.1, then you will not be able to browse the
other system on your network; however, if the second system’s network address were 4.2.2.224,
then you would. This assumes that you are using a Class C subnet mask of 255.255.255.x. That is
called physical isolation, and it is a fundamental method that firewalls, gateways, routers, and
other devices use for security.

You may have encountered physical isolation if you have configured a firewall, gateway, cable
modem, or wireless router on your network. When a vendor ships a device of this type, the device
contains two network interfaces. One interface connects to the external network and is configured
to accept a dynamic address from a service running on a server on the external network. That
dynamic address for TCP/IP networks is assigned from a pool of addresses belonging to the exter-
nal network. The second network interface in the device is given a private network address by the
device’s vendor that you need to change. Most often this address is drawn from a pool of private IP
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Tip

addresses that are reserved for use on internal networks and can’t be used on a wide area network
such as the Internet.

Let’s say for the sake of argument that the device’s internal LAN interface is set to the Class C net-
work 192.168.1.1 and the computers on your LAN use the IP range of 192.168.3.1 to
192.168.3.255. Your system has an address of 192.168.3.52. That device will not be available to
browse from your system using either your network discovery protocol (Windows NetBEUI, for
example) or your browser’s HTTP broadcast function. To view the device, you first need to change
your system’s network adapter to the range 192.168.1.x, and then browse for the device.

Now with both devices on the same subnet, you can browse for the device and configure it in the
manner that the device vendor allows. Older devices used management utilities for device configu-
ration, and many large servers and systems that play the role of physical isolation still do.
However, newer devices and nearly all consumer-level network devices ship with small Web serv-
ers and are configured through your browser. Therefore you would open a browser, and enter the
following address into the address bar:

http://192.168.1.1

That address should take you to a login page, which, after you supply the necessary credentials,
will allow you to modify the device’s LAN interface, which includes the address. If you change the
device’s address to 192.168.3.2 (which usually requires a device restart), then the device is now
visible to members of your network. It will also be available to the system you are using after you
change the network interface from 192.168.1.x back to 192.168.3.52.

Make it a point to change the default login name and password, as well as the default LAN address of a device
providing physical isolation. These defaults are known to hackers trying to gain access to networks.
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Physical isolation works because communications arriving at the external network interface are
only aware of that network interface’s address. External communications have no idea what the
address of a device on the internal network might be and require a mechanism to identify the
internal address that only exists in the routing device. That mechanism might be a network address
translation table (called a NAT) in a router, or it could be a forwarding system that is part of a
proxy server. A proxy server is a server that receives communications from external devices, acts
on them in some way (filtering, caching, anonymizing, or some other function), and then redirects
the communications to another system. Internet Security and Acceleration Server (or ISA Server)
from Microsoft is an example of a proxy server.

Protocol isolation

Protocol isolation works by using one network protocol for external network traffic and a second
protocol for internal LAN communication. With a transport protocol such as TCP/IP, the packets
are routable; given enough time and resources, it is possible for an outside user to circumvent dif-
ferent methods of security. Protocol isolation adds yet another layer of complexity to the task pre-
sented to intruders. If the internal network is running another network protocol such as NetBEUI
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from Microsoft or IPX/SPX protocol from Novell, then access to shared resources such as a file share
requires the use of communications formatted using those protocols. Because both of these protocols
are non-routable, communications in this form cannot originate from an external network.

Protocol isolation is helpful for securing data on the network, but it provides no additional barrier
to intrusion from the external network. Unless some means is provided to block TCP/IP traffic,
systems that are on the internal LAN are discoverable by other systems. However, because these
systems aren’t sharing any of their resources over TCP/IP, there are no resources that an external
system can connect to. Protocol isolation is best used for devices that don't require TCP/IP to com-
municate with other devices. An example of this type of system is storage servers running the
SAMBA file sharing service, which can use the Server Message Block (SMB) protocol to communi-
cate with servers. Should you want to make a SAMBA file server available to external network sys-
tems, you still require a gateway or a network adapter on the internal device with both protocols
bound to it.

Bus Interfaces for NICs

Network interfaces come in a wide variety of forms and are used for a variety of different networks.
Among the types of network interfaces you will encounter are interface chips found in:

On-board (on the motherboard) network controller chipsets
® Add-in cards for common expansion buses
® Wired peripheral buses such as USB

® Wireless technologies such as 802.11x or Bluetooth

Network cards follow the current technology of the day. For PCs, the first add-in network adapters
were ISA (Industry Standard Architecture) cards. The most common network cards found today
are PCI (Peripheral Component Interconnect) cards.

High-performance network cards appear first on the higher-performance bus types, which for PCs
today is the PCI-X interface. Therefore, you will find network cards available for PCI-X that
include single-channel Ethernet adapters that fit into the small 1X PCI-X slots on a motherboard.
1X-Ethernet cards currently range in price from $20 to $100, and because they offer no compel-
ling performance advantage, they really just represent a replacement of the current generation of
PCI network cards by newer technology. PCI-X cards are backwards compatible with the PCI bus,
provided that the voltages are compatible. Older PCI cards were 5 volts, while the current PCI
Revision 3.0 uses a voltage of 3.3 volts. Therefore any PCI-X card rated at 3.3 volts can be used in
a PCl slot. PCI cards can also be used in a PCI-X slot provided that the PCI card has the right volt-
age and that it can physically fit into the edge connector.

PCI-X has twice the bus width and runs at up to four times the clock rate, but uses the same bus
protocol and electrical settings. The theoretical throughput of a PCI-X (1X) bus slot is 1.06 GB/s,
which compares to 532 MB/s for the PCI bus. The speed used by either the PCI or PCI-X bus is
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PCI-X bus versus the PCI Express (PCI-E) bus

limited to the speed of the slowest card used. You will find that current motherboards separate
their PCI-X slots into separate channels to improve system performance.

PCI-X has a number of additional features that make it attractive, including the ability to restart or
hot swap cards, and scalability. Hot swapping allows you to remove and add a card while a system
is running, which is important for any server that must be highly available. PCI-X slots come in
4-channel (4X) and 16-channel (16X) versions with theoretical throughput rates of 4.2 GB/s and
17 GB/s, respectively. Therefore you find that server network cards that have multiple ports and
advanced interface standards such as InfiniBand or iSCSI that need these higher throughputs come
in 4X and 16X form factors.

The expansion card for laptops in widespread use was called a PCMCIA Card, now thankfully
shortened to PC Card. The original acronym stood for Personal Computer Memory Card
International Association, and the standard is now at PCMCIA 2.0.

The PC Card standard is not a bus standard, per se; it is a packaging standard. PC Cards were first
made for memory expansion and were then expanded to modems and even hard drives. However,
the most common use for PC Cards has always been for the addition of network interfaces to lap-
tops. There are four standards in use — Types I, 11, 111, and IV — with the primary difference
being the thickness of the card. Type II is the common size for NICs, which are between 5 and 5.5
mm thick, offer either a 16- or 32-bit interface, and usually run at 3.3 volts. At that form factor, PC
Cards can support RJ45 Ethernet connections.

In another example of adapting a network adapter to an available computer bus, you can attach a
network adapter to a USB port. Wired and wireless Ethernet adapters are both common and valu-
able devices to have handy. Should your computer networking cease to function properly, you can
plug this device into a spare USB port and check to see if it connects properly.

The PCI-X bus is different from the PCI Express (PCI-E or PCle) bus, although they are often confused
because their names are similar. PCI-E is a full-duplex serial bus that is used for high-speed peripheral
devices such as storage arrays or RAID systems. PCI-X is a parallel bus that is a half-duplex bidirectional
device. In a half-duplex device, half of the channels must be outgoing and half must be incoming. A
full-duplex bidirectional device can communicate with any number of channels incoming or outgoing.

These buses are electrically different, and the cards that they use are keyed differently. The current
standard of PCI-E 1.0 x1 offers 32 lanes of up to 250 MB/s for a throughput of 16 GB/s, up to 8 GB/s
incoming and 8 GB/s outgoing. The serial architecture makes PCI-E easier to manage, and allows each
lane to automatically negotiate the best throughput speed; however, PCI-X is limited to the slowest
device speed.
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A sample network adapter

The D-Link DGE-560T Gigabit PCI-X adapter shown in Figure 7.7 illustrates some of the common
features found in network cards. The 560T fits into a PCI-X 1X slot and allows Ethernet transfer
speeds of up to 2 Gbits/s, on either a 16- or 32-bit bus. A 2 Gbit/s throughput corresponds to 0.25
GB/s or 250 MB/s. The card supports a number of management protocols such as SNMP, remote net-
work boot using either Preboot Execution Environment (PXE) or RPL (Remote Initial Program Load
protocol), Advanced Power Management, and Wake-on LAN, as well as being hot-plug capable.

FIGURE 7.7

The D-Link DGE-560T PCI-X network adapter

Photo courtesy of D-Link, Inc.

The largest black chip on the card is the network controller. This card is 10Base-T, 100Base-T, and
1000Base-T compatible, and like many multispeed cards has activity lights to indicate its condi-
tion. The light above the RJ45 connection is an activity light; it lights up as data is being sent or
received. The light below the RJ45 connection is dark when a 10Base-T connection is detected,
green when communication is at the 100Base-T level, and yellow when the adapter is operating at
1000Base-T. Many adapters actually have two or three separate lights for this purpose. An interest-
ing feature of this particular card is that it ships with a utility that can detect if there is a problem
with the cable attached to the NIC.
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FIGURE 7.8

If you are running a version of Windows, you should be aware that the Windows operating system
can display a network interface activity icon in the System Tray. In Vista, you enable this option in
the Notification Area tab of the taskbar and Start Menu Properties dialog box; in Windows XP, it is
enabled on a case-by-case basis in the Properties dialog box for each network interface. The icon
isn’'t merely for show, but serves the same function as the activity lights on a NIC card. As shown
in Figure 7.8, the network icon is composed of two different computers.

The front computer is the local computer, and it lights up when the network interface is receiving
data. The back computer is the remote system, and that icon lights up when your local system is
sending data to a remote system. So the animation of the blinking lights in the icon is a good way
to analyze your system’s network interface function at a glance. Other operating systems have simi-
lar utilities, including Performance Monitor applications that allow you to monitor network I/O
with much finer granularity.

The Windows Status Tray Network Interface icon

Network icon

I711:01 PM
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Network drivers

All of these different network interface form factors work because each card or adapter has a net-
work controller chip that can be addressed over the particular bus used. There may be many dif-
ferent NIC vendors, and many different NIC forms, but there are only a few network controller
chipsets in use. The software required to communicate with different chipsets and network drivers
is often bundled into an operating system’s distribution. Operating systems that have an automatic
configuration option load the correct driver when the system recognizes that particular chipset.
Windows Plug and Play (PnP) architecture is an example of an automatic configuration system.

Unlike graphic cards, where the driver software changes frequently, network drivers don't often
change substantially for a particular operating system. It’s not uncommon to find that a network
driver that works for an older version of an operating system such as Windows Server 2003 will
also work for Windows Server 2008. However, it is considered to be best practice to use the latest
driver for a NIC. The latest driver is probably considered to be the one that the card vendor — or
for an embedded controller, the motherboard vendor — has on their Web site.

Don't assume that the disk in the box with your card or operating system distribution is the most
current one. The operational differences between a current and an earlier version of a network
driver may be subtle, but they may also be important. You may find that the newer version
improves performance, cuts down on error rates, or improves compatibility. This isn’t always the
case, of course, and some drivers make things worse. But for the most part, vendors tend to
improve their software over time.
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Modern operating systems use a standard application programming interface, or API, to communi-
cate with NICs. The Microsoft API is called the Network Driver Interface Specification, or NDIS. It
was developed jointly by 3Com and Microsoft, at a time when 3Com dominated the Ethernet NIC
category. NDIS is conceptually part of the Logical Link Control layer that occupies a sublayer that
is part of Layer 2 of the ISO/OSI model, serving as the interface between that layer and the
Network layer, which is Layer 3. Below the Logical Link Control layer is the Media Access Control,
or MAC, device driver that is part of Layer 1, the Hardware layer. NDIS is part of Windows low-
level network plumbing, creating and removing the addressing and wrappers that encapsulate data
transmission.

Some Linux distributions ship with software that allows them to use NDIS-compliant network
cards, but other operating systems use different network API standards to communicate with NIC
cards. On Macintosh systems, Apple uses the Open Data-Link Interface (ODI) that they developed
with Novell for their Logic Link Control layer software. ODI is similar to NDIS in that it is meant
to be NIC card-vendor neutral.

Other network driver interface software that you may encounter includes the Uniform Driver
Interface (UDI), which is a project that is trying to standardize a portable interface for device driv-
ers. UDI may show up in a number of Linux or UNIX variants. The Universal Network Device
Interface (UNDI) API is used by motherboard chipset vendors such as Intel to allow a NIC card to
be accessed by the PXE protocol by a computer’s BIOS. The PXE allows an administrator to
remotely manage systems, install new operating systems, and perform system maintenance from a
small, independent operating system.

Summary

A network interface is a named operating system object that is configurable through software. Each
network interface has a number of associated properties that are unique to that object. Among the
properties is a unique physical address, called a MAC address, that is encoded by the NIC or con-
troller vendor. Logical addresses that are meaningful to the particular network type that you use —
TCP/IP, for example — are assigned to a network interface.

Network interfaces can be physical devices, as well as logical devices. A logical network interface is
created by an operating system for use with virtual machines, as part of software that requires net-
work redirection, and for many other purposes. From the standpoint of configuration, a logical
network interface is a complete network interface, except that any logical network interface must
still use a physical network adapter to send and receive network traffic.

One aspect of network interfaces that determines their capabilities is the network components that
are enabled for use with that interface. This list is called the binding order, and the set of network

types that can be used is called the provider order. The order of both determines how data is pro-

cessed as it comes and goes from the network and travels through the network stack to an applica-
tion. Both of these orders can be managed and modified.
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When you have two or more network interfaces in a computer, it is referred to as multihomed. The
ability to have different network addresses on these cards allows computers to be physically iso-
lated from one another. When different network interfaces run different networking protocols or
use different network providers, the system has the ability to isolate one adapter from another
using protocol isolation.

In the next chapter, you learn about the different types of transport media used to build networks.
These include wired cables, wireless connections, and other types of media.



Transport Media

physical layer of a network: wired cables for electrical current, fiber-
optic cables for light, and wireless links using mainly radio and micro-
wave frequencies.

In this chapter, I cover three types of transport media that occupy the

Different cable types require different methods for running cable, connecting
together, and organization. This chapter describes some of the consider-
ations you need to make when installing a network in a building.

Wired Media

CHAPTER

IN THIS CHAPTER

Wiring standards

Twisted-pair, coaxial, and
fiber-optic cables

Ethernet wiring

The behavior of light in fiber
optics

Wireless communications links

Most people don’t pay enough attention to the physical layer of their net-
work. Given that wiring is something that might last 10 to 15 years, it's
worth considering which type of wired media will support your network,
not only for its present capabilities but also for future ones.

There are four main types of wired media in use:

e Twisted pair. Shielded, copper-based, twisted-pair cable. This form
of cabling is used in local area networks, particularly older types of
networks.

e Coaxial. Copper-based coaxial cable. Coaxial cable is thick, multi-
wire cable that can be used for both high bandwidth and high con-
nectivity connections.

® Ethernet. Unshielded, copper-based, twisted-pair cable. The
unshielded twisted-pair wiring is the most commonly used network
cable and is used on most versions of Ethernet.
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® Fiber optic. Glass or plastic-based fiber-optic cable. Optical cable is the basis for high-
speed and high-capacity networks.

Each of these cable types offers different connection speeds, has a different bandwidth, and
requires different network topologies and physical connections. In the sections that follow, good
wiring solutions are discussed and the four wire types are considered in more detail.

Cross-Ref

The physics of signals traveling on wires is described in Chapter 5.
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Wiring the physical plant

Good wiring solutions require some preparation, especially when there are many cable runs and
when runs must span rooms, floors, and buildings. Many localities have specific building codes for
wiring that include standards — such as the use of conduit — that must be met. For that reason, a
licensed electrician may be required to install network cable to comply with the codes and to vali-
date the work. Cable runs need to be insulated, and should be routed in a way that makes it easy
to adapt to changing systems.

Many networks route their wiring through what is called a patch panel, or a collection of patch pan-
els, which is often called a wiring closet. The purpose of a patch panel is to allow connections to be
quickly modified when systems are moved, or when projects require different connections. An
example of a patch panel is shown in Figure 8.1. Good cable management dictates that you adopt a
color-coding system so that you can visually tell which cable is for what connection.
Administrators often organize these tables into Excel worksheets, and number and label cables at
both ends for greater clarity. For groups of cables running to a server rack or into a room, cables
are tied together into bundles that make it clear which group they are running to. This organiza-
tional system can save a lot of time and frustration later on when you are trying to troubleshoot
problems on a network.

Building codes may require that cable be surrounded by an insulator. Insulators can be Teflon
(PTFE, also called plenum), Polyvinyl Chloride (PVC), or more frequently, Polyethylene (PE).
Teflon is the most expensive of the three but is fire retardant. PVC, although cheaper, will burn
and give off toxic gas in a fire. Polyethylene is flammable, but its fumes are non-toxic.

Cabling that is exposed to bending and flexing, tread underfoot, stretched, or crimped is subject to
failure. Failure is often the best-case scenario for problems of this type because it is relatively easy
(although time consuming) to replace a failed cable. The major problems occur when a network
cable fails intermittently. Intermittent failure makes it hard to diagnose the problem, and harder
still to locate it. You never know whether the failure is due to hardware or software, a connection
setting, a bad port in a switch or router, and so on. Because it is intermittent, the amount of time
you spend grows exponentially. Many times, you never find the problem and are forced to simply
live with it. So an ounce of prevention is worth a pound of cure.
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FIGURE 8.1

A patch panel

There are many ways to route cable conveniently and safely. If a room has a suspended ceiling,
then routing cable above the suspension harness is a good method. You can also buy hangers and
special cabling tracks that can be added to ceilings to achieve the same effect. You can use special
runners to protect cable that is routed on a floor. In computer rooms, raised flooring serves the
same purpose for routing cable as suspended ceilings. Figure 8.2 shows a raceway that uses a two-
part design. The lower part holds the wire, and the upper part snaps on to seal the raceway.
Alternative designs are open-wire baskets (for hanging), wall mounts, ceiling mounts, and floor
runs.

It is also a good idea to route network cables in a conduit. However, you should never use network
conduits to run electric power lines with your network cable. Electric lines interfere with the signal
in copper network cable by creating a voltage that can degrade the signal or, in severe cases, dam-
age equipment that the network cable is attached to. The dynamo effect that creates a current when
a wire is placed near a moving magnet also creates a magnetic field (an applied voltage) when elec-
tricity passes by a metallic object.
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FIGURE 8.2

An enclosed cable raceway
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Electric motors, fluorescent lights, motors such as pumps or refrigerators, and any other devices
that have high magnetic fields and can cause electromagnetic interference, or EMI. Similarly,
devices such as wireless routers, microwave ovens, even wireless telephones can be a source of
radio frequency interference, or RFI, which can give rise to spurious signals and degrade commu-
nication on network cables. For this reason, cables should be routed away from these various
sources or adequately shielded in order to protect the network cable from these outside interfer-
ences. Longer cable runs tend to exacerbate these problems, as network signal strength decreases
over longer segments.

Twisted pair

Twisted-pair wiring is the most common network cable in use today, particularly unshielded
twisted pair. It is used to carry both analog and digital signals. Indeed, the very first telephone
transmission by Alexander Graham Bell was over twisted-pair wiring. The wiring used in plain old
telephone service (POTS) lines is composed of two sets of twisted-pair wiring, two wires of which
are unused. It is these unused wires that allow for the installation of DSL, ISDN;, or network con-
nections to run over telephone lines in houses and offices.

Twisted pair is popular because it is relatively cheap to produce and is both insulated and shielded.
The twisted wire offers the benefit of averaging out the impact of external magnetic or electrical
fields and lowering the amount of crosstalk or interwire signal interference. Twisted-pair wiring
offers many of the benefits of coaxial cable. Figure 8.3 shows twisted-pair wiring in its unshielded
form, along with the common RJ-45 jack that is used to connect twisted-pair wiring together
through couplers
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FIGURE 8.3

Unshielded twisted-pair wiring and an RJ-45 male plug
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RJ-45 male jack

Shielded twisted-pair (STP) wiring was introduced by IBM in the early 1980s and is still in use on
Token Ring networks. It never achieved the popularity of unshielded twisted-pair (UTP) wiring,
probably because of the extra cost of the cables and their bulky nature, which made them hard to
work with.

In STP, there are two wire pairs, each pair of which is twisted around its mate. STP shielding is
composed of either a foil or braided wire, and must be grounded at one end. When foil is used, the
wire may be referred to as foil twisted pair, or FTP, but this is an uncommon designation.

While the twisted wire helps to reduce crosstalk in the wires over its run, STP suffers from cross-
talk and EMI degradation at the ends of the wire. The more twists per meter, the more protection
is afforded against crosstalk and the fewer data errors are incurred. The twist rate is referred to as
the pitch of the twist (turns per meter) and is usually varied between wire pairs in order to suppress
signal degradation.

Note

The acronyms NEXT and FEXT are used to describe Near End Crosstalk and Far End Crosstalk. NEXT measures
the interference of two cables in a pair as measured at the same end of the cable. FEXT measures the interfer-
ence of the two pairs at either end of the cable, with the cable as the transmitter of the signal.
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UTP is widely used in many different network types. UTP wiring is constructed from pairs of cop-
per wire that are twisted but not insulated. UTP is the cable used in Ethernet networks and often
in telephony applications. When used in T-1 lines, twisted-pair wiring requires that the signal be
refreshed by a repeater every 1.8 km (1.1 miles).

UTP categories are an EIA/TIA (Electronic Industries Alliance/Telecommunications Industry
Association) standard. CAT 5 is the most common wiring in current use for networks; it was intro-
duced in 1988. CAT 3 is used for telephony, and on older networks as runs from a central wiring
cabinet. The colors of the wires are standardized. Most UTP cable conforms to the Underwriters
Laboratories (UL) standards and lists the category on the outside of the cable. UTP cable is con-
nected to RJ-45 connectors, which are extended versions of the typical phone plug, with more con-
nections.

Table 8.1 lists some of the more commonly encountered forms of twisted-pair wiring, both UTP
and STP, but it is not a complete listing. The various types of backbone UTP cabling used aren’t

listed. Many backbone UTP cables come assembled from combinations of 25 pair cables.

TABLE 8.1

Twisted-Pair Cables

Category of Type Maximum Data Rate Wire Pairs Application

CAT 1 (UTP) < 1 Mbps 2 Analog data, POTS telephony, ISDN

Type 1 (STP) 2 Token Ring networks

CAT 2 (UTP) 4 Mbps 2 Token Ring networks

Type 2 (STP) 4 Voice/Data

CAT 3 (UTP) 16 Mbps 4 Voice/Data, T0BASE-T Ethernet, Telephony

CAT 4 (UTP) 20 Mbps 4 Token Ring

CAT 5 (UTP) 100 Mbps - 1 Gbps 4 T0BASE-T, TOOBASE-T, Gigabit Ethernet, ATM,
FDDI

CAT 5E (UTP) 100 Mbps 4 ATM, FDDI

CAT 6 (UTP) > 100 Mbps 4 Broadband

CAT 6e 10 Gbps 4 Gigabit Ethernet

Type 6 (STP) 2 Token Ring

CAT 7 (UTP) 1.2 Gbps 4 Gigabit Ethernet, VIA, high-speed interconnect,
audio/visual

Type 8 (STP) 2 Data

Type 9 (STP) Backbone
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The designation of “Types” for STP cable categories is based on older IBM standards for Token
Ring networks. These STP cables connect to Multi-station Access Units (MAUs) with IBM data con-
nectors, which are hermaphroditic (male and female) connectors that can be connected to one
another with a locking clip. Unconnected token ring cables are a complete self-contained loop, to
which is added one or two IBM data connectors and often an RJ-45 jack. STP Type cabling has
largely been replaced on Token Ring networks by the more popular and cheaper UTP cabling.

Coaxial cable

Coaxial cable is a packaging method for running cable that is very popular. It was the original
cable used in Ethernet networks and is still used almost universally for television connections.
Coaxial cable was introduced in 1929 and became the original long-distance cable that AT&T used
as their network backbone before the introduction of fiber-optic cable in the 1980s.

The structure of a coaxial cable is shown in Figure 8.4. Every coaxial cable has a central copper
wire that is surrounded by an insulator called the dielectric. In higher-cost coaxial cable, the copper
wire may be coated with silver in order to improve the high-frequency transmission characteristics
of the copper. Surrounding the dielectric is a wire braid or foil wrapping that serves to shield the
copper wire from EMI and RFI interference. The outer shell of the coaxial cable is usually a plastic
casing or plenum (Teflon or Kynar).

FIGURE 8.4

A cutaway view of coaxial cable
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There are many different kinds of coaxial cable in use today, as described in Table 8.2. They vary
in terms of their thickness, their ability to carry current, their resistance, and the applications that
they are used for. Alternative forms of coaxial cable include Twinaxial (Twinax), which bundles
two coaxial cables in the same jacket, and Triaxial (Triax), which bundles three coaxial cables in
the same jacket.
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TABLE 8.2

The use of coaxial cable for both Thin Ethernet (Thinnet) and Thick Ethernet (Thicknet) applica-
tions is very limited. The main use of coaxial cable is in audio/visual (AV) applications such as
cable TV, CCTV cameras, and other high-bandwidth applications. Gradually, coaxial cable is being
replaced by fiber-optic cable as fiber becomes cheaper.

Coaxial Cables

Resistance

Coaxial Type Core Diameter (mm) (@, ohms) Application

RG-6 1.0 75 Cable TV

RG-8 2.17 50 T10BASE-5 (Thicknet). This was the original cable
used for Ethernet, and was replaced by twisted-
pair wiring.

RG-11 1.63 75 Cable TV

RG-58/U 0.9 50 TOBASE-2 (Thinnet)

RG-58 A/U 0.9 50 Thinnet

RG-58 C/U 0.9 50 Thinnet

RG-59 0.81 75 Cable TV and ARCNET

RG-62 6.4 93 ARCNET and IBM 3270 mainframes (legacy
systems)
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Transmission lines based on coaxial cable use a tube construction technique that bundles many coax-
ial cables along with wire pairs inside a protective sheath that is composed of paper wrapping, ther-
moplastic cement, and a polyethylene jacket. Figure 8.5 shows a diagram of a coaxial cable
transmission line. The last Transcontinental Cable System L-carrier standard, introduced in 1972,
was L-5. That cable had 22 coax per cable, operated at 57 MHz, required repeaters every 2 miles, and
carried 132,000 voice circuits per coax. Coax is the term used for the individual inner conductors.

Ethernet wiring

Ethernet cabling uses a nomenclature to describe the different types of cable standards that exist. If
you have wired a network with 100BASE-T network cable, each part of the name signifies a differ-
ent property. The acronym BASE is short for baseband, which describes a signal within a frequency
range that can be measured from zero to a maximum level. A system that uses frequency multi-
plexing can’t be described in this way. Baseband is analogous to a low-pass system (a filter with a
cutoff), and is the opposite of a pass-band system, where all frequencies in a range are allowed
down the wire.
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FIGURE 8.5

Coaxial carrier cable
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The “T” in BASE-T Ethernet means that it uses twisted-pair wiring. The commonly available
Ethernet cables are comprised of four wire pairs ending in 8-pin connectors using RJ-45 connec-
tors. This cable type supports any combination of sessions, from four full-duplex to up to eight
half-duplex communication. Not all Ethernet runs on twisted-pair wiring. When the standard is
designated as BASE-TX, it refers to Ethernet over twin axial cable. 10BASE-2 is a BASE-TX technol-
ogy and uses BNC barrel-type connectors or T-connectors. Names such as 100BASE-T are used to
define a particular Ethernet technology for which an IEEE standard exists. For example, 802.3 (14)
is the standard that defines 10BASE-T, and 802.3 (24) is the standard that defies 100BASE-TX.

The CAT system defines a particular wiring type, whereas the standard defines the electrical signals
traveling over the wires and the manner in which wires are connected. For example, CAT 5 cable
is the current standard for high-speed Ethernet. To make a 100BASE-TX system, you would use a
particular type of signaling, and CAT 5 copper wire cabling with two twisted pairs. At speeds
beyond 1 Gbit/s, CAT 5E and CAT 6 are becoming more widely used. All Ethernet wire supports
wire speeds from its maximum rating down to the slowest speed, 10BASE-T.

Twisted-pair CAT 5 Ethernet has the connections designated by the TIA/EIA (Telecommunications
Industry Association and the Electronics Industry Alliance, two trade organizations) using the two

standards listed in Table 8.3. Notice that they differ only by exchanging the transmitting (Tx) and

receiving (Rx) set of pairs.
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TABLE 8.3

Different Ethernet standards specify different line voltages. For 10BASE-T, the two Tx voltages are
+/- 2.5V, as is 100BASE-T. The three 100BASE-TX Tx voltages are +/- 1.0 Vand 0 V.

Gigabit Ethernet or 1000BASE-T uses different signaling voltages, depending upon the implemen-
tation. For a Pulse Amplitude Modulation (PAM), the three voltages are +/- 2.0 V, +/- 1.0 V, and O
V. In practice, you might find that the actual voltages are more like +/- 1.0V, +/- 0.5V, and 0 V.
The wiring of the cable is matched within the host adapter and need not be standard.

TIA/EIA Ethernet Wiring Codes

Standard Pin Count Pair Wire Polarity* Color

568-A 1 3 Tip White/green stripe
568-A 2 3 Ring Green

568-A 3 2 Tip White/orange stripe
568-A 4 1 Ring Blue

568-A 5 1 Tip White/blue stripe
568-A 6 2 Ring Orange

568-A 7 4 Tip White/brown stripe
568-A 8 4 Ring Brown

568-B 1 2 Tip White/orange stripe
568-B 2 2 Ring Orange

568-B 3 3 Tip White/green stripe
568-B 4 1 Ring Blue

568-B 5 1 Tip White/blue stripe
568-B 6 3 Ring Green

568-B 7 4 Tip White/brown stripe
568-B 8 4 Ring Brown

EIA/TIA (Electronic Industries Alliance/Telecommunications Industry Association); *Tip is a positive connection, and Ring is
a negative connection.
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Standard connections are connected so that the pin numbers match through a connection; that is,
Tx-Rx to Rx-Tx to Tx-Rx, also called a straight-through connection. Some cables are constructed so
that the wires cross from end to end, and so that when the cables are connected, they connect
Tx-Rx to Tx-Rx; this is commonly referred to as a crossover cable. For 10BASE-T and 100BASE-T,
only two wire pairs are used; 1000BASE-T (GbE) uses all four pairs. A common scheme transmits
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Tip

signals from a node or computer on pins 1 and 2 and receives those signals on pins 3 and 6. When
anode connects to a network device, the network device receives signals on pins 3 and 6 and
transmits signals on pins 1 and 2.

When you use a crossover cable in applications that require a straight-through connection, the cable will not
work. To quickly differentiate a crossover cable from standard CAT 5 cables, adopt a convention that crossover
cables are a particular color (I use red), or carefully label the cable at both ends with a permanent label or

marking.

If you wanted a connection between two nodes or computers (or two network devices), then you
would need to use a crossover cable as the connection. The one node would send signals on pins 1
and 2, and the other would send signals on pins 3 and 6. The first node would receive signals on
pins 3 and 6, and the other node would receive signals on pins 1 and 2. Ethernet NICs can auto-
matically detect the connection type used, and when a crossover is required, supply the necessary
signal routing; only the older host adapters lacked this feature.

When connecting one hub or switch to another where a crossover cable is required, manufacturers
implement a crossover connection internally as an Uplink or X-connection so that you can connect
the two devices with a straight-through cable. You may need to push a button to enable the Uplink
feature. Otherwise, if you connect two standard ports of different hubs together, you would need a
crossover cable to allow the two hubs to communicate with one another. Many newer hubs and
switches do away with Uplink ports and automatically detect the state of the connection, allowing a
straight-through connection to function as a crossover cable, a feature referred to as Auto-Uplink or
Auto-MDI-X. MDI refers to a Medium Dependent Interface, and the X means that it is an embedded
crossover or internal crossover type. A Medium Dependent Interface is a port on a hub, router, or
switch that can connect to another hub, router, or switch without the use of a crossover cable. The
reason that this is required is that the standard port connection to an NIC has the outgoing signal
from a device going to the input of the NIC and the output of the NIC going to the input of the
switching device. MDI-X provides a means to reverse the transmit and receive signals on the wires.

Figure 8.6 summarizes the difference between straight-through and crossover connections with
three examples. In the top example (straight-through connection), the signal from one NIC port
travels over a straight-through cable to the connecting port or NIC through an uplink port con-
nected to an MDI-X port, which performs the crossover. Some devices contain the crossover wiring
internally in the device, as shown in the middle example (internal crossover). Finally, you can use
a crossover cable to perform the signal swapping, which is shown in the bottom example (cross-
over cable link). A crossover cable looks like an ordinary Ethernet cable but has the wired connec-
tions transposed. Crossover cables are normally labeled as such on the cable’s plenum (plastic
jacket).
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FIGURE 8.6

Straight-through and crossover connections using MDI and MDI-X ports
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The earlier types of Ethernet used 10BASE-5 or Thicknet and 10BASE-2 or Thinnet. Thicknet was
often used for ceiling runs, and was connected to a drop line using either an N connector or what
is called a vampire tap. A vampire tap literally bites into the cable connecting to the inner core.
Figure 8.7 shows a common network segment for these Thinnet/Thicknet segments. These
Ethernet connections required that the shielding be grounded on one end and that the cable be
terminated on both ends. Transceivers were required at the endpoint of connections that weren’t
attached to the host controller. The connections were made with a 15-pin D-connector called an
Attachment Unit Interface (AUD). Thicknet and Thinnet are more expensive to implement than
twisted pair and slower, and so this type of Ethernet is largely of historical interest.
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FIGURE 8.7

A Thicknet Ethernet segment and drop connections
( Thicknet Backbone )
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Fiber-optic cable

Fiber-optic cable (sometimes called optical fiber) uses silica, glass, or plastic as its transport
medium. AT&T was issued the first patent for optical signal transport in 1934, but practical
devices didn’t appear until the 1960s. By 1970, Corning Glass Works (now Corning Incorporated)
had developed a patented process that dropped the attenuation of fiber-optic cable made from
glass from more than 1000 dB/km to less than 20 dB/km. The early 1990s saw the development of
much cheaper forms of fiber optics, based on plastic and plastic-clad silica (PCS).

Single-mode fiber is meant to carry a single signal, while multimode carries several different sig-
nals. Multimode fiber has a relatively short effective distance because of modal dispersion. Modal
dispersion occurs in multimode fibers because the signal tends to spread out over time due to the
propagation velocity of the optical signal being different for the different modes. Multimode fiber is
used less frequently than single-mode fiber because of the modal dispersion problem.

An optical transmission system is composed of a light source, fiber-optic cable (or another trans-
mission medium), and a detector. The light source must be able to emit a pulse, and when the sig-
nal is detected, that represents a 1 or ON condition. The absence of a signal is taken as a 0 or OFF
condition. The faster the light can be turned on and off, the more data can be transmitted down
the fiber. The two different types of light source that are used to “light a fiber” are light emitting
diodes (LEDs) and semiconductor lasers. Light travels down the core from one end to another,
reflecting off of the boundaries between layers of different refractive indexes.

Note

When fiber-optic cable is laid down but isn’t carrying a signal, it is called dark fiber. The massive amounts of
dark fiber-optic submarine cable between the continents that was laid in the 1990s sparked a worldwide com-
puter networking revolution.
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Fiber-optic cable isn’t affected by EMI or RFI, but is subject to an entirely different set of issues.
Perhaps the most important issue with fiber-optic cable is that it is much more fragile than copper
cable. Fiber is only glass or plastic, after all. Fiber cable networks can be much more difficult to
stage, and they are also a lot more expensive than copper cables.

In the next sections that follow, the nature of data traveling as light through a fiber-optic medium
is considered from a theoretical standpoint.

Attenuation and dispersal

The particular type of material for a fiber-optic cable is chosen to allow a certain limited range of
light wavelengths to pass through it with little loss of signal over the cable run. This diminishment
of the signal is referred to as attenuation. Attenuation is the result of both scattering and absorption
of the light. Light scattering is the effect of signal loss due to the deviation of some of the light from
the intended path. Absorption of light occurs through the transfer of energy to the glass or impuri-
ties in the glass resulting in a lower signal strength as the light travels onward.

The attenuation of single-mode fiber-optic cable ranges between 0.25 and 0.5 dB/km. Attenuation
is the ratio of transmitted power divided by received power, as shown in the following expression:

Attenuation (dB) = 10 log10 (transmitted power/received power)

The attenuation of the optical signal going down the wire is determined by several factors. At a
glass/air boundary, light is refracted or bent so that the signal is bounced internally back into the
wire at an angle that is equal to, but opposite, the incident angle. The ratios of the refractive index
of the core and clad determine the amount of bending that is allowed, as calculated by

Qc = arc cosine (n2/n1)

where Qc is the critical angle as measured from the center line of the core, above which injected
light will not travel down the fiber, n2 is the index of refraction of the cladding, and n1 is the
index of refraction of the core. For typical values of n, this might work out to be around 8.5
degrees of angle, a very narrow beam.

You can modify the equation above to account for light entering the core from air by defining an
external angle Qext and the refractive index of air, n0 (1.00029) as follows:

Qext = arc sin [(n1/n0) sin (Qc)]
When air is taken into account, the critical angle expands to about 12.5 degrees.

At a certain angle of incidence above a critical value, essentially all of the light is trapped internally
in the fiber. Below this angle, there is signal loss. Figure 8.8 illustrates the refraction effect using an
LED as the light source that travels down the optical fiber. The core is the glass part, the cladding
is a physical enclosure, usually plastic or some other material. The cone with the vertical lines rep-
resents the angles of light that can enter the wire and be reflected from the core/cladding interface
down the length of the wire to the receiver. Light with a greater angle passes through the interface
and is lost in the wire.
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FIGURE 8.8

Fiber-optic light refraction
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You can create fiber that filters for a small range of wavelengths by using very thin fiber. This is
what single-mode fiber optic does. Light travels down the single-mode fiber as if the wire were a
wave guide. With multimode fiber optics, there are many different light paths, each of which is
defined by different angles of refraction or modes. The different modes travel down the fiber with-
out interfering with one another.

As pulses of light travel down a fiber, they have a tendency to disperse or spread out over distance
and interfere with other modes of light traveling down the same fiber. The amount of dispersion is
a function of the wavelength and can be decreased by either slowing down the signaling rate or
altering the shape of the pulse.

Figure 8.8 illustrates the case for multimode fiber transmission where the difference between the
two indexes of refraction changes sharply over a short distance, called a step index. If the diameter
of the core is smaller and closer to the wavelength of the light, then the light that is able to enter
the core is at a very small angle indeed, and tends to travel down the core without refracting.
Another technique creates a graded index of refraction that varies gradually from core to cladding.
A graded multimode fiber allows a larger number of different angles of light down the core, creat-
ing a sharper output signal than a step multimode fiber optic. Figure 8.9 illustrates three different
types of light transmission through different fiber-optic lines. In the top scenario a glass core with a
very sharp transition or step index is characteristic of a single-mode step index. Light can travel
down the glass fiber with little loss; however, this type of fiber only allows light that is highly
calumniated to pass through it, which is what single mode means. The term mode refers to the dif-
ferent angles of light that can enter the core.

In the figure the wavelength range of the light is illustrated by the three identical parabolas or light
pulses on the left. The triangular cone shown to its right illustrates the different angles or modes of
light that can successfully pass through the fiber. At the right of the fiber is shown a profile of the
index of refraction. The index of refraction is a measure of the ability of a medium to slow the
speed of light relative to light traveling in a vacuum. Light is bent or refracted when it encounters
materials of different optical density. When light is bent sufficiently it reflects and is transmitted
down the fiber and emerges as the output pulse shown at the far right of the three figures. When
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FIGURE 8.9

light isn’t sufficiently bent the light is lost from the fiber. The top index profile is of a single step
function which reflects the light arriving within the cone shown to the left of the fiber. This single-
mode fiber supports only straight-on angles where the light travels down the core without reflec-
tions. You need highly focused light sources such as lasers to work with this sort of fiber.

In the middle figure is light transmission through a multimode step index fiber. The index of
refraction of the fiber supports a set of different modes and can reflect a broader range of input
light angles, as illustrated by the wider cone of light entering the fiber. Unlike the output pulse
shown for the single-mode figure at the top, which has an identical shape and some amplitude
loss, the multimode output pulse is broadened and flattened out.

In the final scenario shown at the bottom of Figure 8.9, the fiber is a multimode fiber with a
graded index. Unlike the two figures above it, which are step functions and reflect narrowly
defined angles or modes of light, a grade index will reflect a range of modes and results in a cleaner
output signal as shown on the right of the bottom figure. In this more complex scheme, the light is
both dispersed and broadened, which is a disadvantage when trying to send signals down the fiber.
Step function profiles are a better choice for long transmission lines.

Single-mode versus multimode transmission
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Solitons

One shape that is related to the reciprocal of a hyperbolic cosine allows dispersion effects to cancel
each other out in all directions. Pulses that have this shape are called solitons, and they have the prop-
erty that they can travel vast distances (thousands of Km) without being degraded. Solitons or self-rein-
forcing solitary waves occur when two or more waves behave like particles and travel with constant
shape and velocity.

In the figure, two waves of different amplitude and speed are approaching each other. (Waves with dif-
ferent wavelengths can travel through a medium with different speeds.) They merge, and the larger and
faster wave (Wave 1) splits from the merged wave (Wave 1+2) with nearly the same size and shape that
it had before it merged with the slower wave (Wave 2). John Scott-Russell observed this type of wave in
a canal near Edinburgh in 1834, but it took 50 more years before the mathematical theory could be
worked out. You see soliton-like behavior in the tidal bore on the Bay of Fundy. Solitons may also play
a role in long-range neural electrical transmission in the nervous system, although this is still a contro-
versial theory. Solitons have been created in optic fibers and studied, but the technology is not yet
available and is under research.

Wave 1 Wave 142 Wave 1
lWave 2 Wave 2 l
A — P
Time >

A soliton consisting of two moving waves

Physical description

The core in fiber-optic cables is extruded with a width of either 50 or 62.5 mM (microns), which is
the size of a human hair. The conductor is covered in a refractive coating with a lower index of
refraction than the core. This refractive coating is called cladding and is added to all types of fiber-
optic cable. The cladding keeps the light from escaping and reflects the light down the length of
the fiber. The fiber and cladding together form a fiber that has a diameter of 125 m. Single-mode
fiber has a core with a diameter of 9 m, and cladding is then added to bring the width of the spun
fiber up to 125 m. You may see these different types of fiber specified as 50 m/125 m, 62.5 m/125
m, or 9 m/125 m. In any case, the fiber is surrounded by an insulator such as fiberglass, Kevlar, or
steel, and then surrounded by a jacket (coating) made of plenum insulator. The combination of the
core, cladding, and coating is collectively referred to as the strand. Figure 8.10 shows a diagram of
a fiber-optic cable.
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FIGURE 8.10

Fiber-optic cable
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Single-mode fiber has essentially unlimited bandwidth, while multimode fiber has a lower band-
width. Both have excellent signal quality, but single mode’s quality extends over much greater dis-
tances. The main attenuation factor in single-mode fiber is chromatic dispersion, while for
multimode fiber it is modal dispersion. In chromatic dispersion, light is refracted based on its
wavelength; the classic example of chromatic dispersion is white light passing through a prism to
create a rainbow of colors. Modal dispersion is where the signal traveling down multimode fibers
spreads out in time because the propagation velocity of different modes of light varies along the
fiber length. Fiber optic is treated to vary the index of refraction across the diameter of the wire.
Some processes create a gradual or graded index; others create a step index. Multimode uses both
types of grading, while single-mode fiber uses a step index. As a rule, single-mode fiber optic is
universally used, especially where Ethernet wiring is concerned. Multimode fiber optic finds occa-
sional use in Ethernet, analog video, and communications over short distances.

Fiber-optic cable is combined in pairs for duplex communications and then bundled together with
additional cables to create bundles of up to 96 strands of single-mode fiber placed inside a tube.
Fiber-optic cables can be contained either as loose or tight strands inside a buffer tube. Tight buffer
cable is used outside buildings and for longer cable runs because of the physical stability that form
factor provides. Other uses for fiber cable include aerial, buried, duct, and submarine cables.

Unlike copper cabling, fiber-optic cable isn't affected by electric, magnetic, and radio frequency
interference. Fiber-optic runs also have a much greater bandwidth and longer runs between repeat-
ers than copper cable does. Light sources used are either light emitting diodes (LEDs) or, when
longer length runs are required, lasers. The different methods used to modulate the light pulses are
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e Amplitude shift keying (ASK) or intensity modulation. The output (amplitude) of the
source is varied by a modulating signal. Intensity modulation is used with LEDs and in
connection links in LANS.

® Phase shift keying (PSK). This modulation technique is a digital modulation that
changes the phase of a carrier wave using a pattern of binary bits.

® Frequency shift keying (FSK). The FSK technique encodes digital information in the
changing frequency of a carrier wave.

® Polar modulation. In polar modulation the carrier wave’s polarity is modified and that
variation encodes data.

Table 8.4 compares LED to semiconductor laser-light sources as signal generators.

TABLE 8.4

LED versus Semiconductor Light Sources

Property Light Emitting Diode Semiconductor Laser Diodes
Cost Cheap Expensive

Light source lifetime Long Short

Reliability High Moderate

Mode Multimode only Single or multimode
Power Moderate High

Linearity High (broader pulse) Low (sharper pulse)
Coupling efficiency Moderate High

Propagation distance Short Long

Signal rate Low High

Temperature sensitivity Small Large

A single-mode fiber cable is used for applications that don’t require duplex operation. They can
run as long as 3 km between repeaters. Long-distance fiber backbones that are pumped by lasers
may only need to have repeaters placed every 100 km or 31.1 miles. Most LAN applications use
LEDs, but backbones use lasers. Runs of several kilometers between repeaters are common on
fiber-optic cable.

There are several different connector types used with single-mode fiber cables, including SMA

screw-on (types 905 and 906), ST (straight tip), and SC (subscriber connector) connections. Many
single-mode fiber cables are paired to create duplex communication. The SC connector usually has
a square shape with a keyed tab size to ensure that a cable cannot be crossed with its other end
during installation. Each proximity connection in a fiber-optic line results in about a 10 to 20 per-
cent loss of signal strength, depending upon the nature of the fiber (glass, plastic, graded, or step).
When you fuse two fibers together, the signal loss is much less, but the bond is permanent.
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Fiber-optic cable is more expensive than copper cable, for the most part. However, it is widely used
in high-speed Ethernet, SONET (optical Token Rings), Asynchronous Transfer Mode (ATM),
10BASE-F, and FDDI networks. The greater bandwidth, longer runs, resistance to EMI and RFI inter-
ference, and greater security make them desirable. The enhanced security arises out of how difficult it
is to tap into a fiber-optic line. Fiber-optic cable can be tricky to work with. It is finicky, easy to
break, hard to terminate, and must be protected using a pipe or conduit. You also need to be atten-
tive to matching the particular fiber-optic cable type to the application for which you want to use it.

Fiber-optic networks

Several network elements dictate the topologies that are allowed in fiber-optic networks. In addi-
tion to the wire elements of emitter, transmission medium, and receiver, the connections may
require a repeater, or a T-junction as a tap to connect other media to.

T-junctions are either passive or active. A T-junction is a set of fused optical fibers that allow sig-
nals to be split or combined. A passive junction passes the signal through with some signal loss,
while an active junction amplifies the signal before passing it on. A passive T-junction has two taps
that are fused onto the main fiber-optic cable, with an attendant loss of signal strength.

Active T-junctions have an emitting laser diode or light emitting diode (LED) on one side and a
photodiode receptor at the other end of the T-connection that leads off the network to a host or
node. The straight-through portion of the T-connector is passive, as shown in Figure 8.11. If any
component of the active connection were to fail, then the host (network interface for a system)
would go offline, but the network portion, which is passive, would remain operational. This makes
fiber-optic networks very reliable.

FIGURE 8.11

A fiber-optic T-junction

7 AN,

Transducer LED
(Receiver) (Emitter)

Host or node

Light traveling down fiber-optic cables can have a long effective run. However, every few kilome-
ters, it is necessary to insert an active fiber-optic repeater to restore signal strength and quality.
Early repeaters used optic-electrical conversion to capture the signal, and then used an emitter to
retransmit the signal at the desired power. More recent devices are based on optical signal capture,
do not perform a conversion, and thus can operate at much higher bandwidths than the older
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copper wire—based repeaters. A repeater has the same components as the T-junction shown in
Figure 8.11, but without the additional tap (connected fiber line) leading off to a host.

Most fiber-optic networks are built with ring topologies. SONET, which is described in Chapter 13, is a
prominent example. A break in the ring would remove one of the redundant connections but may not
bring the network down. Many ring topologies are built with bidirectional links, making each link in
the ring a self-contained loop. Unidirectional link topologies will fail when a single link fails.

In some instances, fiber-optic networks are built with a passive star topology, as shown in Figure
8.12. The passive star is constructed using a central device that is a large silica cylinder, which is
an optical hub. Incoming fiber-optic lines are connected in such a way that a portion of the light
from each emitter can be seen by each of the receivers. The other outgoing end of the cylinder
leads to fiber-optic cables going to the various emitters. Each optical network interface has a trans-
ducer to receive signals and an emitter to send signals over the network.

A passive star with fiber-optic connections
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The passive star system allows different network segments and nodes to communicate directly with
one another. The hub’s construction allows light from any input to be transmitted to any output.
The fan-out of a passive star is dependent upon the sensitivity of the photodiode receivers that the
network uses.

Wireless

Wires aren’t the only medium that can be used for network communications. Signals can be sent
through air, thin air, and even the vacuum of space. Somewhere out there in the cosmos, 57 light-
years away, another advanced civilization is just tuning into the first episode of “I Love Lucy.”

The following sections look at how the electromagnetic spectrum determines the characteristics of
different network connections.

Electromagnetic radiation

Frequency and wavelength are intimately related to one another by constraints imposed on radia-
tion by the speed of light. In a vacuum, radiation travels at the speed of light such that

c=Hlorl=1/c¢

The relationship of energy to wavelength and thus to frequency is given by the following
equations:

E=hlorE=(tho)/l

where | is frequency, | is wavelength, c is the speed of light (3 x 108 m/sec), and h is Planck’s con-
stant (6.6 x 10-34 J/sec). In a vacuum, that speed translates into roughly 1 meter every 3 nanosec-
onds. Radiation travels through a vacuum unimpeded; however, when light travels through
different media such as glass or water, the speed is reduced to around two-thirds and one-half of
the speed of light, respectively. Electromagnetic waves traveling through conductors such as cop-
per and fiber optics (also glass) are also slowed to about two-thirds the speed of light. Recent
research has even shown that you can stop light inside the magnetic containment of a Bose-
Einstein condensate, something that may one day be used to store information.

Current technologies use a portion of the electromagnetic spectrum for data communication —
radio, microwaves, infrared, visible light, and ultraviolet radiation. The high-energy short wave-
length X-rays and gamma rays are too energetic to be economically reasonable and practical. The
low-energy long wavelength sub-radio frequencies are too slow to be useful as network connec-
tions as that would introduce too much latency into any connections. The International
Telecommunications Union (ITU) categorizes the electromagnetic spectrum as divided into the
ranges shown in Table 8.5.
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TABLE 8.5

Frequency Ranges

ITU Radio Frequency Energy
Band Class Frequency Wavelength (Power)
g (Gamma rays) - 30 EHz to 300 EHz 10 pmto 1 pm 124 keV to
1.24 MeV
HX (Hard X-rays) - 3 EHz to 30 EHz 100 pm to 10 pm 12.4 keV to
124 keV
SX (Soft X-rays) - 30 PHz to 3 EHz 1 nmto 100 pm 1.24eVto
12.4 eV
EUV (Extreme - 3 PHz to 30 PHz 100 nm to 10 nm 12.4 eV
Ultraviolet)
NUV (Near - 300 THz to 3 PHz 1 pym to 100 nm 1.24eVto
Ultraviolet) 12.4 eV
NIR (Near Infrared) - 30 THz to 300 THz 10 ymto 1 ym 124 meV
MIR (Mid Infrared) - 3 THz to 30 THz 100 pm to 10 pm 12.4 meV
FIR (Far Infrared) - 300 GHz to 3 THz 1 mm to 100 ym 1.24 meV
EHF EHF (Extremely High 30 GHzto 300 GHz 1 cmto 1 mm 124 peV
Frequency)
SHF SHF (Super High 3 GHz to 30 GHz 10cmto 1 cm 12.4 peV
Frequency)
UHF UHF (Ultra High 300 MHz to 3000 Tmto10cm 1.24 peV
Frequency) MHz
VHF VHF (Very High 30 MHzto 300MHz  10mto1m 124 neV
Frequency)
HF HF (High Frequency) 3 MHz to 30 MHz 100 mto 10 m 12.4 neV
MF MF (Medium 300 kHz to 3000 1 kmto 100 m 1.24 neV
Frequency) kHz
LF LF (Low Frequency) 30 kHz to 300 kHz 10 km to T km 124 peV
VLF VLF (Very Low 3 kHz to 30 kHz 100 km to 10 km 12.4 peV
Frequency)
VF/ULF (Voice ULF (Ultra Low 300 Hz to 3000 Hz 1,000 km to 100 1.24 peV
Frequency) Frequency) km
SLF SLF (Super Low 30 Hz to 300 Hz 10,000 km to 124 feV
Frequency) 1,000 km
ELF ELF (Extremely Low 3 Hzto 30 Hz 100,000 km to 124 feV 12.4
Frequency) 10,000 km fev

Radio ranges Long Wave (LW; 153-279 kHz), Medium Wave (MW; 531-1620 kHz), and Short Wave (SW; 2310-25820
kHz) are not part of the ITU specifications.
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FIGURE 8.13

In music, sound is broken up into ranges, based on the powers of two, called octaves. Octaves are a
general concept that defines the range of frequencies in the electromagnetic spectrum divided by a
power of two. With each 2x increase in frequency, power increases by a factor of 4 or +/- 6 dB/
octave (decibels). An amplifier or electronic filter can be said to have a response of an octave if its
power or voltage spans the same factor of 4 or +/- 6 dB. An alternative system divides frequencies
using powers of ten, defining a range called a decade. The response of a factor of 10 or a decade
would be +/- 20 dB/decade.

You can detect signals in the electromagnetic spectrum with a range of about 65 octaves (radio to
gamma rays). It is theorized that 81 or more octaves exist, from the longest wavelength possible
(the size of the universe, perhaps?) down to the Planck wavelength of 1.6 x 10-35 m, at which
point the laws governing electromagnetic radiation break down, scale and time are presumed to be
no longer measurable, and no information can be exchanged.

Electromagnetic radiation propagates as a periodic or oscillating wave in two coordinate axes, with
the wave front moving outwards along the third axis in three dimensions. Consider Figure 8.13,
where a point source (the happy sun) is emitting radiation. She is wearing sunglasses because the
light being emitted is polarized in one direction (the XZ plane). So polarization simplifies Figure
8.13 by eliminating the other rotational angles of electric and magnetic fields.

Electromagnetic radiation and wave propagation
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There are several features to notice about this conceptual diagram. The wave is composed of equal
amplitude electric and magnetic field vectors that are in phase with one another. Those vectors are
displayed in the upper-right coordinates. Electromagnetic radiation obeys what is called the right
hand rule. If you examine the right hand in the upper-left corner of Figure 8.13, the thumb points
along the direction of motion (V pointed along the X-axis), the index finger points along the direc-
tion of electric current (E pointed along the Z-axis), and the middle finger points along the direc-
tion of the magnetic field or flux (B pointed along the Y-axis). The three axes indicate motion,
magnetic field, and electric field. When polarized, the light travels down the X-axis, the electric
field is the oscillation in amplitude in the Z-axis direction, and the magnetic field is along the
Y-axis. The right hand rule shows which direction is positive by the way the fingers point. It is use-
ful to keep these ideas in mind as you consider how different emitters and receivers can interpret
signals sent over wireless media.

Information and transmission

The electromagnetic spectrum is used to transmit information wirelessly by modulating or chang-
ing the waves in some manner. The three most important methods used are

® Pulse modulation (PM). PM creates signals by simply turning the light source on and off.
When the light is on, it is a logical 1, and when the light is off, it is a logical 0.

e Amplitude modulation (AM). AM creates signals by using a change in the amplitude of
the wave as its signal. When the amplitude is above a certain threshold value, it is a logical
1, and when it is below that value, it is a logical 0. Usually, AM uses a carrier wave and
then adds the signal onto the carrier wave.

® Frequency modulation (FM). FM creates signals by alternating the frequency of the
wave. When the frequency is above a certain threshold value, it is a logical 1, and when it
is below that value, it is a logical 0. FM also uses a carrier wave and then adds the signal
onto the carrier wave.

Figure 8.14 shows these three different methods for signaling transmission. In the top signal, the
carrier wave is modified by a phase modulation technique. The carrier wave is turned on for a 1
and off for a 0. When the wave switches from 0 to 1, the waveform has a different phase than it
had before. Information is carried by the changes in the phase of the signal. Phase modulation is
less commonly used than frequency modulation or amplitude modulation.

Shown in the middle signal in Figure 8.14, frequency modulation alters the frequency of the carrier
wave depending upon whether the signal is on or off. For an on signal, a higher frequency is used,
and for an off signal, a lower frequency is used. The changes in frequency encode information.

Perhaps the easiest modulation to visualize is amplitude modulation, shown in the bottom signal.
The waveform’s amplitude is above a threshold value when an on state is being communicated and
below when an off state is sent.
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FIGURE 8.14

Three different modulation techniques for carrying a signal over a wireless link
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The relationship between the frequency of an electromagnetic wave and the amount of data a wave
can cartry is a fundamental limit imposed on all systems by signal theory. To get a sense of the
absolute limit for signals, the relationship between frequency, wavelength, and the speed of light
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can be solved for frequency and then differentiated with respect to wavelength to get the formula
shown here:

(fldN) = (/N

Cross-Ref

The relationship of frequency modulation and amplitude modulation to multiplexing signals traveling over a
wire is described in Chapter 5.

Because signals are carried by the overall change in the waveform (amplitude or frequency, for
example), you are really only interested in how often this equation changes sign. Put another way,
you are interested in the number of times per second that the slope of the curve (the differential)
changes sign. The equation can be rewritten as a set of finite differences, which provides absolute
values, as follows:

Af = (c AN) /N2

Now consider a wireless radio emitter that provides a signal centered at the 2.4 GHz fre-
quency that is ten 64 Kbits/s DSO channels wide (five on each size). The band would go
from 2.08 to 2.72 GHz. The calculated wavelength for the 2.4 GHz band would be 0.125
m, the difference in wavelength would be 10 units of 64 Kbits/s, or 640 Kbits/s, and the
calculation would yield 33.3 Mbits/s. If a wider bandwidth is used, say perhaps 1.28
Mbits/s, then the data rate would be 64.6 Mbits/s. It is usual to have a very low ratio of
Af/f, and in these two cases, the ratios would be 1.4 percent and 2.8 percent, respectively.

Wireless connections

There are some general factors that influence a wireless connection. Regardless of the frequency or
wavelengths used, a wireless data connection still requires three components:

® Transmitter
® Transport medium

® Receiver

Nearly all of the computer network links use air or vacuum as the transport medium. The transmitter
and receiver must be reasonably constructed and priced in order to be used. The transmitter used
delivers some electromagnetic radiation at some frequency and power. Power correlates with the
wave amplitude, which must be large enough for the type of receiver used to detect the signal at the
distance required by the connection. Let’s consider an example, involving radio transmission.

Radio links

Radio transmission covers a very large range of frequencies, as you can determine from Table 8.5.
According to SETI, the following radio astronomy bands are recognized as significant and
observed: 3.36-13.41, 25.55-25.67, 73.00-74.60, 150.05-153.00, 406.10-410.00, and 1400.0-
1427.0 MHz. The range of 73, 150, and 406 MHz are active for pulsar signals, and the 1400 MHz

181



Part I1: Hardware

182

band is where hydrogen lines fall. That means that radio astronomy is “connecting” using very
powerful, extremely distant transmitters, and extremely large antennas and arrays, some on the
order of a kilometer in size. The ITU categories for these bands fall in the HF, VHF, and UHF
ranges, with wavelengths between 100 m and 50 cm.

Even with the enormously large scale of both the emitter and detector, the vast distance that these
radio waves take to make the trip makes the signal vanishingly small. To get a sense of how small
the power of these radio waves can be, consider this fact: The total amount of energy collected by
all of the radio telescopes since the beginning of radio astronomy is estimated to be less than the
energy that is needed to power a flashlight bulb for less than a millionth of a second. That corre-
lates to a heat source emitting these radio waves as its maximum having a temperature of just a few
degrees above absolute zero; not much higher than the cosmic background radiation.

Let’s scale this radio connection down a bit. AM radio operates between 520 and 1620 KHz, and in
the U.S., the highest power allowed is a 50,000-watt transmitter. These radio wave broadcasts can
be received by radios approximately 100 miles away during daytime and can penetrate buildings to
a certain degree. At night, AM radio waves can be made to reflect off of the ionosphere 100 to 500
km up in the earth’s atmosphere; then the signal can be received hundreds of miles away, depend-
ing upon conditions.

Radio transmitted omni-directionally loses power as a function of 1/r3, where r is the radius of the
sphere created by the point source.

Radio transmitters can be built to operate at higher frequencies, shorter wavelengths, and more
power. The 2.4 GHz Wi-Fi with a wavelength of 12.5 cm (about 5 inches) is powerful enough to
penetrate walls. Typical devices may have enough power to be received by another Wi-Fi device
150 to 300 feet away. If you focus the radio transmitter and the receiver so that they are highly
directional and focused in one direction, then radio links can be extended to a kilometer. However,
focusing the beam and the distance involved reduces the strength of the signal to the point that
even intervening tree foliage is enough to interfere with the signal. To get more directional signals
requires a more powerful transmission.

Microwave links

Microwave radiation is used to transmit data over long distances because it provides good band-
width over line-of-sight transmission links. Microwave communication is used for backbone links
in cellular networks, as radio relay links for TV and telephony, and as satellite links, and provides a
relatively low-cost method for installing high-bandwidth connections.

At a frequency of around 200 MHz, the wavelength of the microwave is under 2 m, allowing a
focusing transmitter to narrow the transmission very effectively and a dish antenna to very effec-
tively collect the signal. The line-of-sight requirement means that a transmitter atop a 30-story
building would need a repeater about 100 km away.
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Tip

You can calculate microwave line-of-sight links using a Google Maps Microwave Link Planning Tool. Go to http://
members.chello.at/stephen.joung/indexDistanceElevation.html and enter the coordinate. With this data in hand,
you can set the characteristics of the microwave link at http: //members.chello.at/stephen. joung/
indexMW_Distance20.html, and you see how antenna size, frequency, and power affect performance.

Microwaves are far less effective in penetrating buildings than radio waves because the shorter
wavelengths increase the interactions of microwaves with solid material. That's why microwave
ovens are effective, but radio frequency ovens are not. RF ovens would require a much higher
intensity to heat materials.

As the distance of the microwave link increases, the beam diverges and may be refracted by atmo-
spheric layers. When the signal arrives, the receiver may experience what is called multipath fad-
ing, slowly moving in and out of tune. You can experience the same effect in radio transmissions.

If you are in your car listening to a weak radio station and you pull to a stop, you may notice that
the strength of the signal can be changed dramatically by moving a few feet forward or backward.
That is the result of multipath fading.

In the U.S., the following frequencies have been dedicated to wireless communication:

e 1.7 MHz (AM)

e 27 MHz (FM)

® 43 to 50 MHz (FM)

® 902 to 928 MHz (worldwide open use, cell phones and Wi-Fi)

® 1920 to 1930 MHz (worldwide open use, cell phones)

® 2.4 GHz (worldwide open use, cell phones and Wi-Fi)

® 5.8 GHz (worldwide open use, cell phones and Wi-Fi)
The band between 2.4 and 2.484 GHz is dedicated worldwide for open use. This band, sometimes
referred to as the Industrial Scientific Medical band, is where devices such as cell phones and

Wi-Fi operate without government licensing. Cell phones operating at 900 MHz and at 2.4 GHz
with 100 MW power transmission have a range of about 30 m (100 ft).

Summary

This chapter covered the different wiring standards that you can use to create a network. Twisted-
pair and coaxial cable wiring were highlighted, and their application to Ethernet networks was
explored.
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Fiber optics offers a high-bandwidth network connection. Light from a laser or LED is sent down a
glass or plastic fiber, over either a single-mode or multimode link. The principles of light transmis-
sion were described.

Wireless communications can transmit radio and microwave frequency radiation across either air
or a vacuum. The properties of the electromagnetic spectrum and how it is used to convey infor-
mation were illustrated.

The next chapter describes how networks intelligently connect devices with one another.
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Routing, Switching,
and Bridging

etworks require connection devices that can create circuits.
N Common connection devices such as hubs, bridges, switches, rout-

ers, and gateways are described and compared with one another.
This chapter explains the two broad categories of networks: circuit switched
and packet switched. A circuit is a defined path between two endpoints.
Circuit switched networks are stateful and can be described in terms of end-
points and a path. Data travels over the circuit and arrives in sequence.
Packet switched networks are stateless. They have endpoints, but the path
varies for individual packets based on conditions.

Switching devices can be categorized by the highest level in the OSI data
model that they operate on. Hubs and repeaters are the simplest devices;
they are simply physical connections. Bridges are devices that span two dif-
ferent network segments, but do not provide protocol translation. A router
can connect two different types of networks. Switches and gateways are gen-
eral terms that describe a variety of different systems.

Circuit versus Packet Switching

Broadly speaking, there are two types of switched networks in use: circuit
switched and packet switched. A circuit switched network is defined by a
physical or virtual circuit (or connection) that connects two endpoints and
has a certain circuit bandwidth. A circuit only needs to be defined for the
duration of the message transfer on a circuit switched network. Because
switching devices can be used to redefine different connections, a circuit
switched network can be reconfigured as needed.
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The penultimate circuit switched network is the Public Switched Telephone Network, or PSTN.
When you place a phone call to another party, a circuit is created between the two of you for the
duration of the call. Circuit switched networks are data networks as well as voice networks.
Another example of a circuit switched network is ISDN (Integrated Services Digital Networks).

The best way to think of what a circuit switched network does is to remember that circuit switched
networks are stateful. Stateful means that you can define a message transfer in terms of:

® A source
® A destination
® A path of the circuit

® A cost for the path based on time, performance, or some other weighting

In a circuit switched network, you can represent nodes as a graph in graph theory, connections as
weighted edges between nodes, and the actual defined or preferred paths through the graph, which
are called routes. In real terms, messages are sent from endpoint to endpoint as a complete unit. If
you have multiple IP packets (or datagrams), they all travel down the same route on a circuit
switched network.

A packet switched network is based on a different concept, that of the best available route. On a
packet switched network, individual packets are sent from a source to a destination by the best
connection available at the switching device. This type of network is designed for inherently unre-
liable networks where connections are transient. If a connection drops out, the next packet is sent
to a different next hop. A packet switched network cannot guarantee a path. A certain percentage
of packets will reach a dead end where, as they say in Vermont, “You can’t get there from here,”
and so some packets will get dropped or returned. Packets will also arrive out of sequence.
Therefore, packet switched networks require a mechanism to ensure that all lost packets are re-
sent and that packets can be sequenced to retrieve the data that they encode.

Of course, the prototypical packet switched network is the Internet, or more broadly speaking,
networks based on the Internet Protocol. Other networks that are packet switched are X.25, Frame
Relay, Asynchronous Transfer Mode (ATM), and Multiprotocol Label Switching (MPLS), among
others.

The best way to think of what a packet switched network does is to remember that packet
switched networks are stateless. Stateless means that you can define a message transfer in terms of:
® A source
® A destination
® The position of the packet in the sequence

® A Time-to-Live (TTL) for the packet, which may be based on a hop count or timeout
parameter, and is the time after which the packet expires and is dropped at the next
device that receives it.
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Note

A circuit is not the same thing as a connection. A connection is a defined transfer of data from one endpoint to
another, and it may be stateful or stateless.

Circuit switched networks have their advantages and disadvantages over packet switched networks.
A circuit switched network sends an entire message over the same circuit, which can be faster than
sending parts of a message over many paths. When a message arrives, the data arrives in sequence
and doesn’t need to be reassembled. By contrast, a packet switched network makes better use of the
network’s capacity because it can distribute traffic over many connections. The extra overhead
involved to sequence incoming packets and the loss of performance is offset by the more efficient use
of the network and the much higher fault tolerance offered by packet switching. Neither model,
whether circuit or packet switched, is better than the other; they are simply different.

What both circuit switching and packet switching have in common is that they both have switches
that can change the network’s topology. To understand modern networks, you need to understand
how switches operate. Switches not only control the physical connections between network seg-
ments through electrical connections, but different classes of switches also have the intelligence to
measure the performance of different paths, determine routes, and optimize the preferred paths or
routes to nodes on the network in a stored but dynamic table. Internetworks and WANs would not
function without the use of these types of routing devices.

Figure 9.1 summarizes the different types of network switching devices in a single chart. Network
switching devices are best characterized by the highest layer of the networking model that they can
operate on. Physical layer (Level 1) switching devices have no intelligence; they are simply physical
connections or, for a repeater, a physical connection with signal regeneration. Data Link layer
(Level 2) devices are characterized as switches or bridges and add the ability to reconfigure con-
nections through device management.

All of the network switching devices so far span networks of similar construction and that usually
run the same network protocols. To span networks of different types, additional intelligence is
required and devices must operate on higher-level protocols. Two classes of devices become
important in internetworking: routers and gateways. Routers connect different network types at the
Network layer (Level 3), while gateways connect networks running different protocols at the
Transport layer (Level 4). As you ascend the chart of devices in Figure 9.1, they become more
capable and more intelligent, more manageable, and also more expensive. In Figure 9.1 the differ-
ent OSI layers are listed on the left from Level 1 at the bottom to Level 7 at the top. The different
network connection devices that correspond with connections at that layer are shown. They are:

Physical layer (Level 1). Devices at this level include repeaters and bridges.
Data Link layer (Level 2). Devices at this layer include hub, and switches.

Data Link layer (Level 3). Devices at this layer are primarily routers.

Wb =

Transport to Application layers (Levels 4 through 7). Devices of this type are called
gateways.
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All of these devices are discussed in the sections that follow. An explanation for why they are cate-
gorized as such is also discussed.

Different types of network switching devices
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Layer 1 and Layer 2 Connection Devices

Layer 1 and Layer 2 devices form the majority of switching devices sold today. These devices
include hubs, repeaters, bridges, and switches. Repeaters (or active hubs) and passive hubs are
unmanaged devices. Bridges and switches are more often managed devices. A managed device con-
tains a network management protocol such as SNMP (Simple Network Management Protocol) and
can be seen and modified within a network management program. An unmanaged device doesn’t
allow for remote configuration or diagnosis. The network switch is the most elusive of the devices
described in this chapter. A switch is not defined by a standards body and is used by vendors to
describe devices with a very large range of capabilities. In the sections that follow, repeaters,
bridges, hubs, and switches are described.

Passive hubs

A hub is a simple device that connects network devices together on the same network segment,
usually twisted-pair wire or fiber optic cable. A hub is a passive hub when it serves to simply con-
nect one connection to another. It is an active hub when the signal is amplified, and in that case it
is most often called a repeater.

In the OSI model, it is a Physical layer (Level 1) device. Hubs play the same functional role that a
connector performs, lengthening a network segment by joining two wires together. However, net-
work hubs offer the additional feature of fan-out; they take an input connection and allow it to be
connected to 4, 8, 16, or more other connections, with each path through the hub being a separate
network segment. Hubs can be passive and simply pass signals through, or they can amplify the
signal (repeat) and be classified as active hubs.

Hubs have little or no intelligence, per se, and are unmanaged devices. Every packet coming into
the hub goes out through the other connections, and all connected network segments belong to
the same collision domain. These two factors mean that traffic flowing through a hub suffers more
collisions than through other connecting devices such as switches or routers. It also means that the
collision rate tends to increase exponentially as a function of the number of hubs encountered
while en route between connection endpoints. As a general rule, 100-Mbits/s Ethernet circuits are
limited to no more than two hubs connecting three network segments.

The more modern hubs act as multiport repeaters. When they detect a collision, the hub sends a

jam signal to all connected devices to stop transmitting; some hubs act when they detect a signifi-
cant number of collisions on one port to partition that port so that it can no longer communicate
with other connected ports.

Hubs often offer an uplink port, which, when enabled, makes the two hubs function as if they are
a single hub. In some cases, a connection between two hubs can be a stack port, which improves
the performance of the connection and allows more hubs to be used together. Stack ports use pro-
prietary technology; therefore, you need two hubs from the same vendor to get them to work
together. When you combine the ability to stack hubs together with an SNMP chip or VLAN sup-
port, the added features allow the hub to be a managed device, and many vendors refer to them as
intelligent hubs.
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Tip

In the past, hubs’ main attraction was that they were cheap and reliable; however, hubs are now
obsolete and very difficult to find in the marketplace. Although you can still purchase autosensing
10/100-Mbits/s Ethernet hubs, most devices sold today are switches. This is certainly true for any
device that connects Gigabit-speed networks. Because most network devices are based on just a
few vendors’ chipsets, and because there is so little difference now in the cost of adding all of the
intelligence of a switch to the chipset, there’s no discernable difference between the cost of a hub
and that of a switch.

You will find that nearly all devices are sold as switches, even if they use the word hub in their
product name. Modern switches are only hubs in the sense that you can turn off all of the features
that they offer and simply plug in your devices. The ability of a hub to copy data through broad-
cast to many connected devices at once is a desirable feature that is emulated in switches by a func-
tion called port mirroring.

Repeaters

Repeaters, or active hubs, are Physical layer (Level 1) devices that extend the run length of the
physical media by amplifying and retiming the signal before forwarding it. Signals can be degraded
over the length of a connection losing their modulation. A repeater recreates the signal and retrans-
mits it in the correct phase and frequency. Repeaters can connect different physical media together,
and extend the collision domain without adding any new traffic. Repeaters cannot connect net-
works using different network architectures together, nor can they filter information. As a signal
travels through a repeater, it suffers a small latency called its propagation delay. This factor tends
to limit the number of repeaters that can be used on any single segment of a network.

Ethernet has such long run lengths relative to most LAN requirements that repeaters are uncom-
mon. Most wired Ethernet repeaters are sold as “active hubs,” and they are sometimes referred to
as multiport repeaters. It’s rare to find repeaters sold for Ethernet networks, as hubs and switches
have become available at more affordable prices. For this reason, wired Ethernet repeaters are dep-
recated by most organizations. This is not the case for other types of networks.

When using repeaters, try to use network segments of the same length in order to maximize the amplification

feature.
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Wireless 802.11x networks have limited coverage, and so it is common to add repeaters to the net-
work to extend network coverage. Although you can buy special wireless repeaters, most of the
devices used as repeaters are access points that have been placed in a state called repeater mode.

Repeaters become important in network media transmitting light waves. Depending upon the sig-
nal attenuation of the media, repeaters may be required at specific intervals throughout the net-
work. This is the case with SONET networks, which are used to transmit much of the telephone
data in the United States. As you move to WAN network connections, repeater technology
becomes more important.
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Switches

A switch is an active device that connects two network segments together at one or more levels of
the OSI network model. The term switch is applied to a broad variety of devices, and unlike the
function of a bridge, which is defined by the IEEE 802.1D standard, no such definition exists for a
switch. The term switch is more a marketing term than anything else, and is often used when
describing a hub, repeater, or bridge when the switch vendor thinks that the term is more valued
by the consumer. Indeed, Layer 2 switches are bridges under the IEEE 802.1D standard and are
sold as switches by most vendors. Switches have the ability to define virtual circuits that pass
through them, but often lack the additional intelligence to provide dynamic reconfiguration of
their circuits on the fly without outside intervention. The ability to dynamically reconfigure circuits
provides a means to reroute traffic from one input to a different output based on network condi-
tions or as the result of an optimization algorithm.

Switches can be managed or unmanaged. An unmanaged switch cannot be configured over the
network, while a managed switch can be. Managed switches usually include an SNMP (Simple
Network Management Protocol) agent, Command Line Interface with console, or perhaps a Web
browser interface. A smart switch is one that includes a small set of configurable settings and is dif-
ferentiated from an enterprise-level, fully managed switch that has functions such as the ability to
create and store different configurations. Enterprise switches usually have higher port counts and
can be stacked into larger manageable units.

When considering switches, you should look for the following features:

® Ports. The port count, ability to prioritize ports, and port mirroring.

® Speeds and feeds. The port speed and duplexing capabilities affect the throughput of the
switch.

e Link aggregation. The ability to send data over multiple connections to the same
endpoint.

® SNMP. The ability to participate in network discovery and management.

e Filtering. The ability to segment traffic based on the physical identification of devices (for
example, MAC filtering). Network Address Translation, or NAT, is considered to be a
function of a firewall or router and generally isn’t found in switches, although there are
exceptions to this rule.

e Network Access Control. The ability of a switch to provide a bridging function between
two different networks. This is important for wireless switches, which provide access to
Wi-Fi networks.

® VLAN. The ability to create a logical group of systems comprised of a single broadcast
domain. By segmenting networks into broadcast domains you can greatly isolate network
traffic and reduce network utilization providing more network overhead.
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You will find switches that have capabilities ranging from the Data Link layer (Level 2) up to the
Application layer (Level 7, the top layer) of the OSI network model. Only passive Physical layer
(Level 1) devices such as hubs and repeaters aren’t called switches by some vendors.

In Ethernet networks, all ports on a hub receive the same broadcast data; there is no segmentation
at the hub and all segments belong to the same collision domain. In order to limit collisions, hubs
operate in the half-duplex mode over a shared connection. Switches segment communications so
that each network segment has its own dedicated bandwidth, runs in its own collision domain
without collisions, and can support a full-duplex mode.

Perhaps the most useful way to describe a switch is to define it in terms of the functionality at each
of the levels it supports. A Layer 2 switch is one that technically satisfies the IEEE 802.1D standard
for a network bridge. The function of a Layer 2 switch is described later in this chapter. Similarly,
when a switch uses a Layer 3 protocol, it is serving the function of a router; this function is also
described later in this chapter. Dense multiport switching devices, referred to as Director switches,
are Layer 3 devices, and are used on different network types, such as PSTN and Fibre Channel
SANs, to connect hundreds of devices together. Usually the situation isn’t as clear-cut, and a switch
can perform services at two or more layers. Switches of this type are sometimes referred to as mul-
tilayer switches.

You may encounter two other types of switch devices: Layer 4 and Layer 7 switches. A Layer 4
switch is one that has had network address translation, or NAT, added to it, and performs load
balancing between ports. Layer 4 devices can include stateful firewalls, IPsec gateways, and VPN
concentrators. Usually, Layer 4 switches are sold as firewalls, as this term seems to have more
cachet with the market. Layer 7 switches offer Application layer services and are most often
encountered serving as a content delivery server or as an Internet caching appliance. It’s rare to
find a Layer 7 switch described as such; more often, they are referred to as servers because that is
the stronger marketing term.

Bridges

A network bridge is a device that spans two network segments (one subnet) together at the Data
Link layer (Level 2). Bridges examine network traffic using the MAC addresses of the destination
and not any of the network protocols such as IP, IPX, NetBEUI, and others that are being used.
Bridges are also used when you want to connect to different types of physical media, such as
100Base-T and Wi-Fi, or 100Base-T and100Base-TX.

A bridge on an Ethernet network often functions as a transparent network device or adaptive
bridge, which means that it compares the MAC address to a forwarding table and then sends the
frames on to the destination if an entry exists. When there is no entry or when the table is new, the
frame gets broadcast, and when a response is given, that MAC address is recorded in the forward-
ing table with the associated route. Adaptive switching actually describes the ability of a bridge to
switch between three other modes:
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® Frame store and forward. This method buffers incoming frames, verifies the checksum,
and then forwards the message onwards.

® Cut through. The frame’s envelope is read to determine the destination MAC address,
and then forwarded based on the forwarding table entry. No error check is performed.

® Fragment free. The first 64 bytes of the frame are read and checked for validity before
being forwarded. The idea is that checking the address is almost always good enough to
determine if the data is intact or if a collision made the data unusable. The duty of error
checking is passed on to devices running higher-level protocols.

Bridges on Token Ring networks use a different method for resolving how to forward traffic, called
Source Route bridging. This system broadcasts an All Route (AR) frame that has a certain Time-to-
Live (TTL) measured in network segments or hops. As the AR moves around the Token Ring, each
bridge registers its location, decrements the TTL counter, and records any new information. When
the counter is set to zero, the AR frame is dropped. The system assigns a best route based on the
identity of the first AR frame to arrive, ignoring any additional AR frames. Single Route frames that
contain the data the network transports are then created with specific destinations and routed to
the destination based on AR data stored at the bridge. The system of Source Route bridging tends
to distribute data traffic throughout the network and responds to congestion by rerouting traffic
over different paths.

Bridges are typically employed when you have two groups of computers for which most of the
communication is intragroup, and a smaller portion of the communication is intergroup. An exam-
ple would be a network with one floor of networked systems for accounting and another floor for
engineering. Alternatively, it can separate different clustered groups of systems, such as Linux com-
puters from Macintoshes. When used in this manner, a network bridge improves the performance
of both groups by partitioning most of the traffic to half of the entire network, lowering the colli-
sion rate.

Nearly all of the devices you can buy that are labeled as a bridge are wireless access points config-
ured to bridge between two networks or network segments. On a wired network Layer 2, switches
are set into a bridging mode, and so you may encounter the term network switch as a synonym for
a network bridge. In most instances, when the term bridge or network bridge is used on Ethernet
networks, the term applies to any network device that conforms to the IEEE 802.D standard. The
Spanning Tree Protocol that is described in detail later in this chapter is a routing standard that
operates using interconnections described as bridge nodes.

A network bridge is characterized by the following features:

® A bridge doesn't interact with any network protocol at a higher level than Address
Resolution Protocol (ARP), Neighbor Discovery Protocol (NDP), or Open Shortest Path
First (OSPF), all of which are Link Layer protocols in the TCP/IP network model.

® A bridge separates two collision domains, processing and regenerating packets.

® Regardless of the number of ports available, a bridge has one port that forwards informa-
tion and another that distributes information. That is, from a network standpoint, a bridge
has only one network interface.
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e A bridge does not determine routing, but can filter packets based on their destination
MAC addresses.

® There are no limits to the number of network bridges on a network, and the limitations
placed on network segments do not extend across a network bridge.

® A port is logically part of one bridge only.

® When a port is added to a bridge, it becomes unmanaged because network bridges are
self-configuring.

A network bridge or an unmanaged switch is one that doesn’t take an IP address and therefore
can’t be PINGed or respond to network commands. The datagram transfer function of a bridge
spanning two different network segments doesn’t require that a bridge be managed. However,
many devices, such as switches functioning as logical bridges, are managed, have an IP address,
participate in SNMP network communication, and can be accessed by commands such as Secure
Shell (SSH), TELNET, or RLOGIN. Using these methods, you can work with a managed bridge to
set the IP address of the virtual interface, which can communicate with other network interfaces.
Traffic from other network endpoints is passed through the managed bridge without interaction.

If you have configured network interfaces on Windows XP or Vista, you might have encountered
the Windows network bridge. The Windows network bridge is a software-based or virtual network
interface that spans two or more different networks. If you have a wired network and a wireless
network and you have a computer with two physical interfaces to both networks, you can use a
network bridge to allow computers on both networks to access any network share that you create
on that system. The bridge also provides a means for systems on one network to access resources
on the other network through the network bridge.

Caution

Do not create a network bridge between a Windows Internet connection and your wired network, because it
allows unsecured access to Internet users to your wired network.
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To create a Windows network bridge, follow these steps:

1. Open the Network Connections folder.

2. Hold the Ctrl key and click the network connections (interfaces) that you want to add to
the network bridge.

3. Right-click a selected interface and select Bridge Connections; if necessary, supply the
administrative credentials required. Figure 9.2 shows the Network Connections window
in Vista with a network bridge installed.

A network bridge is a virtual network interface and can be manipulated just like any other network
interface. You can open its Properties dialog box and add or remove components, including addi-
tional network interfaces. To remove an interface from the network bridge or the network bridge
itself, you can delete it from the icon’s context menu.
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FIGURE 9.2

A network bridge and its constituents shown inside Vista’s Network Connections dialog box
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Although bridging and routing are both methods for directing data on a network, routing refers to
methods that are performed at the Network layer (Level 3). A router directs network traffic based on
logical assigned addresses such as IP addresses, while a bridge uses only the hardware ID (MAC
address). Therefore, routers can determine when different networks are in use while a bridge cannot,
which makes routers less prone to errors than bridges. As a general rule, you would use bridges to
connect network segments and routers when connecting different networks. Bridges are inexpensive
devices, more expensive than hubs or repeaters but less expensive than switches (sometimes) or rout-
ers (always). Because bridges buffer frames while they are determining their forwarding status, they
have less throughput than repeaters, which simply amplify the signal and forward it.

Routers

A network router is a device that connects two different networks together. Routers separate collision
domains, filter and block broadcasts, and determine the optimum path to use to route packets.
Because routers operate at the Network layer (Level 3), you may hear routers referred to as Layer 3
switches in just the same way that bridges were referred to as Layer 2 switches. High-performance
routers are powerful computers that can perform a considerable amount of data processing.

Routers, as a logical device, have the concept of a multihomed server as their origin. An early
router was developed at BBN Technologies (formerly called Bolt, Beranek and Newman) and was
eventually replaced by DEC PDP-11 systems configured to route IP traffic. Sun Microsystems pop-
ularized the low-cost SPARC servers as routers; when the Internet became commercialized in
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the1980s, many ISPs bought Sun servers for that purpose. A startup called Cisco, which turned
routers into an appliance, is the dominant switch vendor today.

Routing is included in many server network operating systems, including UNIX, Linux, and
Windows servers. The lower cost of Linux makes it very popular as a router. Cisco routers have the
Internetwork Operating System (IOS) that was designed specifically for switching and routing, and
uses a Command Line Interface. Many of the developments that you read about in this chapter
were inspired by Cisco’s work. Other vendors that have router operating systems include Juniper
Networks (JUNOS) and Extreme Networks (XOS).

Tip
Use a bridge instead of router if your primary aim is to segment traffic but you don’t need routing capabilities
or the protocol translation functions of a router.

Routing on small networks is not a processor-intensive application, and many people turn their
obsolete personal computers into network routers. Among the software packages that you can use
to create PC routers are:

® Quagga (www.quagga.net). Open source OSPF, RIP, BPG, and Intermediate System to
Intermediate System (IS-1S) routers for UNIX, Linux, and Solaris systems based on the
Zebra project.

® SmoothWall (www.smoothwall.org). An open source Linux distribution that provides
an easy-to-use graphical user interface (GUI).

e Untangle (www.untangle.com). An open source gateway application that creates a bor-
der router on which various anti-spyware, anti-virus software, filters, blockers, and a fire-
wall can be installed.

® XORP (www.xorp.org). The Extensible Open Router Platform is an open source router
that includes RIP, OSPF, IGMP, BGP, and other routing protocols. Versions of XORP run
on Linux, Mac OS X (9.2 and higher), and Windows Server 2003.

You may encounter the composite term brouter, which is short for bridge router. A brouter is a
device that can function as a bridge or a router. When routable packets such as TCP/IP arrive,
brouters perform the function of a router and route them from the source network to the destina-
tion network. Any packet with an unroutable protocol, such as NetBEUI, is simply forwarded like
a bridge would do.

Routers are characterized by two different functional systems: their control planes and their for-
warding planes, which select ports and send data to the correct outgoing interface. The methods
used to determine how this is done are based on intelligent algorithms that optimize network per-
formance. Depending on the protocol or protocols that the router supports, different topologies are
created. These different aspects of routers are discussed in the sections that follow.
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Control plane

Routers are described as having two operating planes: the control plane, which determines which
port to use to send packets onto their destination, and the forwarding plane, which sends a received
packet from the incoming to the outgoing interface. The control plane participates with other net-
work devices to construct the routing table used to route traffic; it is also responsible for filtering
and blocking behaviors on the router, as well as any Quality of Service (QoS) protocols that the
vendor has included. Filtering behavior is based on the destination endpoint.

The control plane stores the routing table, which primarily represents a set of addresses used for
unicast communication with other network endpoints. It is possible to hardwire static routes man-
ually in routers, or place rules on the use of different static routes. The latter is sometimes referred
to as a floating static route. Some of the entries in the routing table may be for logical groups of
systems, which are used for multicast operations. Most routers rely on the routing table or Routing
Information Base (RIB) for their routing logic, but some routers also maintain a Forwarding
Information Base (FIB) that is placed into fast memory by the control plane for the use of the for-
warding plane.

Most networks choose to place the router into a dynamic mode in which the router participates with
other routes or switches in determining the network logic that finds the preferred routes through a
network. In most routing protocols, the router is assigned a routing priority, which is a major factor
in determining what role a router can play, as well as what routes that router participates in.

Routers use physical connections to define routes through a network, but the interface used may
also be a logical network interface. Routers have the ability to bind two or more logical interfaces
to a physical interface, provided that they support virtual LANs (VLANs). Support for VLANS is
based on the IEEE 802.1q standard. Some routers also support tunneling protocols, including the
Generic Routing Encapsulation (GRE) and Multi Protocol Label Switching (MPLS) protocols.
Tunneling is described in more detail in Chapter 29.

Forwarding plane

The forwarding (or data) plane of a router is the part of the router that examines packets at the
inbound interface and transports those packets to the correct outbound interface. Routers often
come with multiple forwarding planes connected with a crossbar architecture so that they can for-
ward traffic in parallel. Forwarding planes can come as add-in cards with multiple ASICs for pro-
cessing; the router itself provides a backplane or chassis into which the cards are placed. The
physical structure of many routers is similar to the way blade servers are packaged. One method
designed by the IETF’s Benchmarking Working Group (BMWG; RFC 2544) to measure perfor-
mance in routers uses half of the router ports to send packets and the other half to receive them.

This subsystem consults a lookup table that matches the network ID or MAC address to a route
stored in the table. As mentioned in the previous section, the forwarding system sometimes uses a
Forwarding Information Base stored in memory instead of the Routing Information Base as its
lookup to speed up operations. These data stores are searched using algorithms developed for the
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IP address space, including binary tree, radix tree, Patricia tree, four-way tree, and a variety of pro-
prietary algorithms that have been developed by the router vendor for their specific hardware.

Routers contain rules on what packets to pass and what packets to filter. Filtered packets are
dropped (discarded), and no ICMP (Internet Control Message Protocol) messages are sent back to
the source. This is done to make the router opaque to hackers. Should the source or destination
address be missing in the router’s cache or the router table and the packet not conform to a filter,
the router sends an ICMP “destination unreachable” packet back to the source.

Because a router bridges different networks at the Network layer (Level 3), packets that use the
same Network protocol can be passed directly through the router without processing, something
that is referred to as the router’s fast path. However, if the network protocols (IP versus IPX, for
example) don’t match, then the router has to process the packet to conform to the required proto-
col. Packets that require additional processing are on the router’s slow path.

Routers also perform other functions. They serve as security devices by encrypting packets using
the protocols that their technology supports. The part of the router that performs this processing is
sometimes referred to as the service plane. To perform these functions, routers operate at the Data
Link layer (Level 2) for decoding the packet header, processing and extracting the data contained
in the packet, and, if necessary, reading other fields in the packet.

Routers also can enforce QoS requirements, segmenting packets if necessary. When the buffer is
full, the router is unable to process additional packets and is forced to drop packets. The method-
ology used to determine which packets to drop varies by router, but three different techniques are
commonly used:

e Tail Drop algorithm. This queue-management algorithm measures the cache contents,
and when it exceeds a certain maximum level drops all incoming packets until the cache
becomes available. Tail Drop (or Drop Tail) does not differentiate between types of pack-
ets, source, or any other factor in deciding which packets to drop.

When the sending system detects that their packets are being dropped by an absence of
ACK messages, the sending system goes into slow state until a steady stream of ACK mes-
sages are received. The problem with Tail Drop is that when systems begin to re-send
packets, they do so all at once, creating a data flood.

e Random Early Detection (RED). This is an algorithm that monitors the average queue
size and drops packets based on a statistical probability function. RED’s statistical behav-
ior means that a source sending a lot of data has a high probability of having its packets
dropped, while one sending a few packets will tend to get through. This mechanism
avoids the problem of flooding or global synchronization that the Tail Drop method suf-
fers from.

e Weighted RED and Adaptive or Active RED. Weighted RED uses the RED method but
applies different priorities to packets. Active or Adaptive RED varies the statistical proba-
bility function, based on the condition of the queue.
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Routing topologies

Routing is the method used to select the path that data is sent over a network. All networks require
routing because it is impractical to have dedicated physical circuits for every possible path that
data can travel. In a network where traffic flows from a source to a destination through intermedi-
ate devices, there can be more than one possible path that can be used. The intelligence brought to
bear in selecting these paths plays a major role in the performance of a network.

There are four different broadcast methods used by routing topologies:

® Unicast. A message is sent from one node to another node.
® Broadcast. A message is sent from one node to all other nodes.

® Multicast. A message is sent from one node to several nodes, typically nodes that have
requested the message be sent.

® Anycast. A message is sent from one node to a group of nodes, and any member of that
group can accept the message and act on it. Once the anycast is delivered at a node, the
communication is complete.

Figure 9.3 shows the four different broadcast topologies. Each oval is a separate network or subnet.

Routing is essential not only because you can’t physically create all of the possible paths but also
because you can'’t just simply throw hardware at the problem. Consider the circumstance where
finding that traffic between two endpoints is high, a network installs a backbone of similar capac-
ity, but that is shorter and faster. Switches detect this new connection and recognize that this con-
nection is now the lowest-cost route. All traffic is then sent over the new backbone, saturating it
and reducing overall network performance. This is called Braess’s paradox: extra network capacity
is consumed when traffic always uses the least-cost path, and in some cases, reduces system perfor-
mance. This is as true with networks as it is with traveling Boston’s Route 128 or San Jose’s Route
101 at rush hour. It is counterintuitive, but it has been demonstrated that closing busy roads often
has the effect of distributing traffic, leading to better efficiency.

Braess’s paradox arises out of a game theory developed by John Forbes Nash, the Princeton physi-
cist who won a Nobel prize for his work. Any system of multiple actors, each acting in their own
best interest when taking into account the actions of the other actors such that no actor can change
their strategy unilaterally to gain improvement, is called the Nash equilibrium. As you can see from
the previous paragraph, systems in Nash equilibrium do not always result in the best cumulative
outcome. To get the best individual results, groups must deviate from the Nash equilibrium.

This is where routing comes in. To be efficient, routing must be dynamic. In a dynamic system, the
network responds to events in order to continue to operate and will make selections for groups of
systems that the individual systems themselves wouldn’t have the intelligence to make. For exam-
ple, if a backhoe inadvertently breaks a buried telephone trunk line, an adaptive routing protocol
would reroute traffic over a different path. Or if a short, high-speed line becomes available, a
dynamic routing scheme would distribute traffic so that congestion is balanced against overall sys-
tem performance. In individual cases, the path taken would be longer, but overall, the system’s
efficiency would be optimized.
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FIGURE 9.3

The four different broadcast topologies
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Optimization methods

On very small networks, you can manually set the preferred paths between endpoints in a simple
array called a routing table. The approach isn't practical for networks of any size, and so instead
they use routes that either have been computed or are computed on the fly as needed. The PSTN
used a system where tables of pre-computed preferred routes are stored, along with a set of backup
routes to use when the primary route fails. As the telephone network has developed, it has begun
to adopt adaptive routing technologies where the routing tables are generated by the routing proto-
cols, thereby acting automatically to reroute traffic. On the Internet, the routing system is rather
different; routing is entirely dynamic.

Routing systems operate either between autonomous systems or within them. An autonomous sys-
tem (AS) is a collection of systems sharing a unified administration structure. They can be a net-
work, a group of networks, an ISP’s network range, or the entire Internet. Routing protocols that
connect autonomous systems are called gateway protocols. An interior gateway protocol (IGP) is
used to route packets on any collection of connected IP addresses, known also as an AS. IGPs are
exemplified by RIP (Routing Information Protocol), Cisco’s IGRP (Internet Gateway Routing
Protocol), OSPF (Open Shortest Path First protocol), and IS-IS (Intermediate System to
Intermediate System protocol). Exterior gateway protocols (EGPs) are used to determine the rout-
ing between two or more autonomous systems. The class of EGPs included the original EGP (now
obsolete) and BGP (Border Gateway Protocol) and also can include backbone routers in the OSPF
system. These different routing and gateway protocols are explained in the sections that follow.

Distance vector routing

A distance vector (DV) algorithm assigns a cost to use of each network connection based on the
number of hops. Messages are routed based on the lowest hop count of the individual connections
summed over the route taken. Each node in the network constructs a distance table with its near-
est neighbors, which then share that table with their neighbors. DV routing is very common on
packet switched networks and forms the basis for both the Routing Information Protocol (RIP v1
and v2) and the proprietary Cisco Interior Gateway Routing Protocol (IGRP). Two other protocols
use aspects of the DV methodology: the Border Gateway Protocol (BGP), which is the core protocol
for routing on the Internet, and the Exterior Gateway Protocol (EGP), which is an older and now
obsolete routing method.

While some protocols, such as the Spanning Tree Protocol (a Layer 2 protocol described later in
this chapter), operate in such a manner that they detect network loops and eliminate them, dis-
tance vector methodology does not. Routing tables are created based on the path of delivered pack-
ets optimized over specific connection segments. A Bellman-Ford algorithm is applied to the
distance vector table to optimize the calculated routes, and preferred routes are communicated
with neighbors who update their routes based on new information.
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The Bellman-Ford algorithm

The Bellman-Ford algorithm uses a shortest-path calculation over weighted edges. It was devel-
oped by Richard Bellman in 1958 and Lester Ford Jr. in 1956, independently of one another. Most
protocols that use Bellman-Ford use a distributed version of the protocol. The Distributed
Bellman-Ford (DBF) uses three different mechanisms to populate the routing tables at each node:

1. Start state. Each router has a table listing the path or vector with the shortest hop count
to directly attached networks, with entries in the form (Destination, Distance, Successor).
A Successor is the router or node that is one step closer on the path to the destination,
and is a nearest neighbor. Destination can be a simple hop count, a weighted cost based
on throughput or connection speed, or some other factor.

2. Send. Each node sends its path vectors (Destination, Distance) to its immediate neigh-
bors, periodically (a second to a minute) and immediately upon detection of an entry
change.

3. Receive. On a network, each router calculates the least-cost path to other destinations
based on the information it receives from its nearest neighbors. After the update, each
router returns to Step 2 and sends its new information on to its nearest neighbors.

In Figure 9.4, the Bellman-Ford algorithm is illustrated. In the figure, the top routing table is pop-
ulated with nearest neighbor information. Because there is no way for router A to know the short-
est route to router E, the vector entry is left blank (NA or Not Available). The middle routing table
shows the first update going from D to B. Now router B can fill in a vector for the path from router
B to router E of 5, although it is still unknown if this is the least-cost path B to E. Until the E-C
vector is populated, router B can’t know that BDE is indeed the lowest-cost path, at a cost of 5,
because BCE has a cost of 8. The bottom routing table shows the router table after nearest neigh-
bor updates, E to C update, and enough rounds of nearest neighbor updates needed to populate
the table with lowest-cost vectors (shown in Figure 9.4).

The routing table that is stored at each router is shown in Figure 9.5 and is somewhat different
than the least-cost path shown in Figure 9.4. As an example, consider router B and its routing
table, consisting of vectors with their entries (Destination, Distance, Successor) shown in table
form. In this table the row is the destination, the column is the successor, and the distance is the
values in the grid cells. Notice that many of the entries are not populated with the least-cost path.

Consider what happens when the B-D link breaks, as is shown in Figure 9.6. The break is detected
by both routers B and D, and an immediate update is triggered, followed by nearest neighbor
updates. Multiple vectors in the table are altered by this update, each of which is shown with its
cell’s borders made bold.



Chapter 9: Routing, Switching, and Bridging

FIGURE 9.4

The Bellman-Ford algorithm’s mechanism for populating a router table
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FIGURE 9.6

The impact of a broken link on a Bellman-Ford routing table
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In a distance vector system, any change in the dynamics, such as a link or device failure, is
detected during regular updates, and the entries for that link or device are either modified or
deleted. The change then ripples through the adjoining nodes’ tables. Because only neighbors
update, the progression is slower than updating the entire network at once and requires less band-
width and a smaller amount of processing. It also means that until the downstream nodes learn of
the change, they are still communicating the original configuration’s validity. This problem is often
referred to as the count-to-infinity problem.

Consider a sample network path, A-F, with each segment or hop costing one unit for packets to
traverse. This is illustrated in Figure 9.7. The link A-B fails, and B, being the nearest neighbor,
detects the problem. At the first update, B gets an update from C and, realizing that C has a route
to A with a hop count of 2, B updates, or reactualizes, its routing entry to add the cost of the B-C
route to C’s cost and puts the value of 3 into its routing table entry, believing that the lowest-cost
route to A now goes through C. C still believes that B is the lowest-cost path to A, and so when it
looks at B's entry (now at 3), it readjusts its value to 4, and all of the downstream neighbors adjust
their values as well. Update 3 performs the same legerdemain that Update 1 does, B looking at C
and adding C’s value to the hop count of B-C. The process continues on counting to infinity and
eventually would immobilize the network. Count-to-infinity is circumvented by the use of a tech-
nique in Bellman-Ford called relaxation, where a test is performed periodically to determine if a
shorter path exists than the one in the routing table entry.

Routing Information Protocol

The earliest and best-known protocol using the DV routing algorithm is the Routing Information
Protocol (RIP) that is used as an interior gateway protocol on both LANs and WANSs. The original
version was defined by IEEE RFC 1058 in 1988; version 2 was defined in RFC2453, and RIP
became the original routing protocol used on the Internet. RIP uses a hop count as its cost metric.
The maximum number of hosts is limited to 15, and the Time-to-Live for any one path is 180 sec-
onds. RIP slightly randomizes updates so that the system isn’t overloaded when too many routers
update at once.
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FIGURE 9.7

The count-to-infinity problem
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RIP was widely used, but is considered to be less effective than other link state routing protocols
such as the OSPF and the OSI protocol IS-IS. A version of RIP exists for IPv6, called RIPng, which
has several methods in place to ensure that obsolete or incomplete information doesn’t propagate
in the system. One rule, called the split horizon, prevents any router from advertising a route back
to the router that it learned about the route from.

Split horizon effectively eliminates the count-to-infinity problem and suppresses the formation of
network loops. In a network branch, with a message starting at router 1 and going through routers
2,3, and 4 to get to router 5, a router with a higher number will never advertise the route to a
router with a lower number. Should link 2-3 break, router 2 is prohibited from returning the
packet back to router 1, which would form a loop.

A variation of the split horizon rule, called split horizon with poison reverse, actually marks routes
back as unreachable, which is really only useful on a network where redundant pathways exist.
The vector entries for the reverse routes are removed from the routing tables, whereas for split
horizon, backwards routes are simply timed out. Poison reverse significantly increases the size of
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routing information exchanges, which is a disadvantage over slow network links such as WANs. In
addition to RIP, IGRP, Enhanced Interior Gateway Routing Protocol (EIGRP), and VPLS (Virtual
Private LAN Service), all use some form of split horizon.

Destination-Sequenced Distance Vector Routing

The Destination-Sequenced Distance Vector Routing (DSDV) protocol is a variation of the DV sys-
tem for routing on ad hoc Wi-Fi or mobile networks. DSDV adds an additional parameter to the
routing table, a sequence number that is assigned to a given link and generated by the destination
of the link and communicated back to the emitter. The entire routing table is transferred occasion-
ally, while updates to the table trigger incremental vector transfers. The sequence number is usu-
ally an even number, or if a link is not detected from an update, then an odd number is used. An
update for an existing link with a different lowest-cost route overwrites the route but not the
sequence number. Every so often, routes that have not been used are purged from the table. DSDV
was developed some time ago but never achieved commercial success. The Ad hoc On-Demand
Distance Vector (AODV) Routing protocol that was developed for MANETS (Mobile Ad hoc
Networks) is based on DSDV. AODV may find application in cell phone networks.

Link state routing

The concept of link state routing is that each router informs the network about its neighbors. A
link state routing system creates a topological map (graph) of the network at each router, centered
at that router. These maps are used to calculate the shortest path, usually by applying Dijkstra’s
algorithm to calculate the shortest path over several links. While distance vector protocols work by
sharing routing tables, a link state protocol only transfers information about the best next hops
between neighbors. Whenever a link state changes (up to/ down from), an update is triggered and
the information is sent to all nearest neighbors.

Link state routing works by using the following procedure:

1. Broadcasts over each port of any new router on the network establishe who its nearest
neighbors are through their responses and record their information in the routing table.

Each route is given a sequence number by the link state routing algorithm.

A link state advertisement (LSA) is broadcast automatically every so often to neighbors,
containing the information about nearest neighbors stored in the routing table.

4. 1If the sequence number of the announcement from a node hasn’t been recorded, the new
information is recorded in the routing table by the link state routing algorithm; if the
information has a higher sequence number for an existing link, the new information,
including the higher sequence number, overwrites the previous information.

Steps 3 and 4 are repeated over the entire routing domain. Updates are sent by unicast to
nearest neighbors, and occasionally link state exchange messages called HELLO packets
are sent to ensure system integrity.

5. The link state algorithm then examines all stored valid links and creates a map of the net-
work centered on the router the algorithm runs on. Valid links are those for which both
endpoints have reported each as a nearest neighbor.
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6. The accessibility of links is tested again when the link state algorithm repeats Step 1 and
starts the sequence again.

7. A Dijkstra algorithm is then run on the router over the link information in the routing
table to determine the shortest route between endpoints and records the information in
the routing table.

The link state routing table is a hierarchical tree consisting of a set of least-cost paths connecting all
of the network nodes. For any given destination, the next hop selected is the one that is the first
node from the root of the hierarchy traversing the path down to the desired node. That is, if the
source node is on the same branch as the destination, the route is direct. If they are on different
branches, the best route travels through the node and then down the branch containing the desti-
nation node.

The most common link state routing protocols are:

® Open Shortest Path First (OSPF)

® Intermediate System to Intermediate System (IS-1S)
® Novell NetWare Link Services Protocol (NLSP)

e Apple Routing Table Maintenance Protocol (RTMP)
e (Cisco Internet Gateway Routing Protocol (IGRP)

Depending upon the protocol, the least-cost route or shortest path can be based on line speed,
available bandwidth, the actual cost in dollars to use a line, or other priorities that you can define.
Link state routing methods are preferred for large networks because they respond faster to changes
than distance vector methods do, and they are the dominant routing protocol on the Internet and
with ISPs.

Dijkstra’s algorithm

Dijkstra’s algorithm is a pathfinder mechanism that is easier to visualize than it is to describe. The
process builds two tables: a link cost table and a routing table. Link cost is a complete list, while
the routing table is the result of an iterative process that provides the shortest path from A to any

other node. Dijkstra’s algorithm forms the basis for a number of protocols, referred to as Shortest
Path First (SPF).

The description that follows refers to Figure 9.8 and shows how the topological map for node A is
built. The process starts by initializing all routes to an unknown state, marked as infinity in the
drawing. In Step 1, node A contacts its nearest neighbors to get their link costs. All nearest neigh-
bors have their link cost tables updated with the information provided by A, and because A-C,
A-E, and A-F are all the lowest-cost paths, they are marked in the routing table as such. In Step 2,
node F discovers its nearest neighbors and updates its link cost table. F notices that the link cost
for A-E is longer than the link cost for A-F-E, and therefore takes the route A-E out of the routing
hierarchy. In Figure 9.8, links found in the routing table are in bold, and any link that is not in the
routing table is shown as a thin line. F’s results also indicate that the link cost for C-F is greater
than the link cost for C-A-F, and so C-F is removed from A’s routing table as well. Once all F’s link
information is discovered, all of the nodes have their link cost tables updated.
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FIGURE 9.8

Dijkstra’s algorithm example
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In Step 3, node C begins its discovery process. C finds that A-C is the lowest-cost route. C-D-F-A
is longer than C-A. The link C-D therefore remains unused in A’s routing table. Similarly, the route
C-F-A costs more than the route C-A, and so C-F also remains left out of A’s routing table. C’s dis-
covery process adds no additional routing to A’s table but does extend the entries in the link cost
tables.

Step 4 shows the E node discovery results. E results indicate that the path D-E-F-A is shorter than
D-F-A, and so the path D-F is removed from A’s routing table. The additional information about
D-E’s link cost is then added to all nodes’ link cost tables. Similarly, Step 5 discovers the link cost
of B-D but is similarly unable to add any better low-costs paths to A’s topological map. At this
point, all of the link costs in the graph are known and the routing is complete. The process is final-
ized by D’s discovery process in Step 6, which confirms the information you already have.

The important thing to realize about Dijkstra’s algorithm is that it is always expanding out from its
starting point, adding more nodes as time goes on. The iterative process involved ensures that
eventually the routing table is populated with the shortest least-costs paths, even if other paths
were used at an earlier time.

Issues arise with Dijkstra’s algorithm when a link fails or a node becomes unavailable and the topo-
logical map varies at different nodes. In this case, network loops can form. This is the problem that
the HELLO packets are designed to solve. Also, variations in the implementation of link state algo-
rithms add additional concepts such as areas and other wrinkles that make the calculations more
complex, but less susceptible to the network loop problem.

Open Shortest Path First

The Open Shortest Path First (OSPF) protocol is the most widely used example of a link state rout-
ing protocol. It is in wide use as an interior gateway protocol on the Internet and many other net-
works. The latest version of this public protocol was version 3, as specified in REC 5340 released
in 2008, and includes support for IPv6.

The Open Shortest Path First algorithm operates similarly to Dijkstra’s algorithm but adds a system
of designated (primary) and backup routers. Routers are selected for these roles based on their pri-
ority number; routers with a priority of 0 cannot be designated or backup routers. The designated
router for an area is responsible for sending Link State Advertisements (LSAs) to all other area
nodes. OSPF routing packets on an OSPF routed network have a nine-field header, illustrated in
Figure 9.9. OSPF packet types include HELLO, database description, link state request, link state
update, or link state acknowledgment.

OSPF is used on autonomous systems (AS). Autonomous systems are one or more networks under
a common administrative structure. OSPF functions not only as the interior gateway routing proto-
col for the AS, but it can also send and receive routes from other autonomous systems. Each net-
work in the AS is an area within a hierarchy defined within the AS, each area being a collection of
contiguous hosts. In OSPF, a routing domain is an alternative description for all systems in an AS
that share the same topological map. OSPF partitions areas into separate topologies so that each
area is kept unaware of another area’s routing traffic. This system is meant to lower the amount of
overall network traffic and speed up the discovery process of shortest routes for an individual area.
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FIGURE 9.9

The structure of an OSPF packet
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Collections of areas are connected by OSPF border routers in an OSPF backbone. The backbone
itself is organized as an OSPF area, and routing information for that area is also separate from the
areas the backbone connects. It is possible to organize an OSPF backbone so that the backbone is
composed of two or more unconnected groups. The backbone is made contiguous by defining a
virtual link through routers in a non-backbone area to serve as the connection between backbone
groups. The backbone of an OSPF system composed of border routers communicates with other
exterior gateway protocols (EGPs) such as the Border Gateway Protocol (BGP) or the Exterior
Gateway Protocol (EGP). Figure 9.10 shows an OSPF network with several areas, a backbone, and
a virtual link.

Intermediate System to Intermediate System Routing

Intermediate System to Intermediate System Routing (IS-1S) is the second-most widely used link
state protocol used on packet switched networks. IS-1S tends to be employed on large ISP and
enterprise-class networks as an interior gateway protocol for a network or autonomous system
where it has a dominant position, and connects through exterior gateway protocols to other auton-
omous systems.

IS-IS was developed at the Digital Equipment Corporation as part of DECnet in the late 1980s and
was published as the ISO standard, ISO/IEC 10589.2002. Because IS-1S isn’t a public standard, it
isn’t used on the Internet, although the IETF republished 10589.2002 as REC 1142 in 1990. The
original version of IS-IS was extended to support IP routing over TCP/IP networks and is referred
to as Integrated IS-IS in older literature.

IS-IS competes with OSPF and is also based on Dijkstra’s pathfinder algorithm. Although they have
many overlapping features, IS-IS is considered to be somewhat more stable than OSPF, while
OSPF has better performance optimization features. The extra features in OSPF add additional
messaging overhead and probably contribute to the fact that IS-IS scales better than OSPF.
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FIGURE 9.10

An OSPF routing network with several areas and a backbone
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IS-IS defines three different routing area types: Level 1 (intra), Level 2 (inter), and Level 1-2 (intra/
inter). Level 1 and 2 routers can only exchange information with routers of the same level, while
both can exchange information between Level 1-2 routers. Unlike OSPF, which uses a backbone
(Area 0) for inter-area exchange and allows for an area border router to be a union point of two
areas and part of both, IS-IS does not use a backbone and areas in the network never overlap.

Path vector routing

Path vector routing is the last of the three main approaches to building routing tables in networks,
the previously discussed distance vector and link state routing being the other two. Path vector
routing is a derivative of the distance vector routing methodology. In the path vector system, a
node gets distance vectors for a destination from its neighbor node, along with the entire path
needed to reach that node. Knowing the path allows the algorithm to more easily detect and react
to network loops than the distance vector method. In this system, a node stores two tables: a path
table for the current path to any node and a routing table with the identity of the next hop for
those routes.
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A path vector example

Let’s consider a simple example of the path vector approach, as shown in Figure 9.11. Vectors take
the form:

(Destination, Cost, Path Node Count, Path Node List | ...)
where each | character separates one vector from another.

A sends a HELLO packet in Step 1 and learns about its neighbors, as does C. C then sends its vec-
tors to node A, and in Step 3, A rebuilds its routing table based on the new information. C’s vec-
tors allow A to define a route to D but do not alter any of the other known routes, as shown in the
lower-left table in Figure 9.11. Condensing several steps into one, all nodes learn about their
neighbors using a HELLO packet in Step 4. Now when E sends its vectors to A, as shown in Step
5, A is able to build a routing table to all nodes in the figure. The new information from E adds a
route to B (AFB) and changes the routes to C (to AFB) and to D (to AED). In the final Step 6 A is
able to communicate its routing table shown in the lower right with all of the other nodes.

In the path vector routing system, one or more nodes in a network, called speaker nodes, store the
routing table for other connected nodes, and distances are calculated by the speaker nodes.
Speaker nodes then advertise the paths available to reach them to other speaker nodes. Path vec-
tors try to minimize the number of domains traversed by messages, which makes this method suit-
able for routing across autonomous systems. The widely used Border Gateway Protocol is based on
the path vector routing methodology.

Of the three methods distance vector, path vector, and link state, only the path vector protocols
are practical for inter-domain routing. In distance vector routing, every additional hop a message
must traverse greatly raises the possibility that the path chosen may be out of date and dysfunc-
tional. Link state routing requires that the network tolerate heavy broadcast traffic, and that signifi-
cant computing resources be used to assemble the network maps at each node.

The Border Gateway Protocol

The Border Gateway Protocol (BGP) is a highly scalable exterior gateway routing protocol for use
between autonomous systems based on the path vector protocol described in the previous section. BGP
is the protocol used to route traffic on the Internet, replacing the Exterior Gateway Protocol (EGP). EGP
was the original Internet routing protocol developed by BBN Technologies in the early 1980s. The cur-
rent version of BGP is version 4, which was specified by RFC 4271, published in 2006.

Unless you are an ISP or work in a very large network, chances are that you won'’t get hands-on
experience working with BGP. However, because BGP powers the Internet, it is worth understand-
ing some of the details of this important protocol. BGP is the only routing protocol that operates
natively using TCP as its transport protocol, exchanging packets over port 179. BGP deployments
are divided into two different types: the Exterior Border Gateway Protocol (EBGP) and the Interior
Border Gateway Protocol (IBGP). A BGP router that is inside an autonomous system (AS) is an
IBGP router, while a router that is between autonomous systems is an EBGP router. Any router
inside an AS that communicates with another AS is called a border or edge router. By contrast a
core router is one that operates on the Internet backbone.
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FIGURE 9.11

An illustration of the path vector routing mechanism

1. A HELLO to neighbors
(Destination, Cost, Path Node Count; Path Node List | ...)
(C,3,1;AC|E, 2,1, AE|F.1,1; AF)

2.Cto A
(Destination, Cost, Path Node Count; Path Node List | ...)
(C,0,1,C|A3,1;,AC|D,2,1;CD |F6,1; CF)

3.AtoC,EF
(Destination, Cost, Path Node Count; Path Node List ]| ...)
(A,0,1,A|C,1,1,AC|D,52,CD|F1,1; AF)

4. All nodes exchange HELLO packets

5EtoA
(Destination, Cost, Path Node Count; Path Node List | ...)
(E,0,1;E|A,2,1,AE|B,6,2; BDE|C,3,2;,CDE|D,1,1;DE|F1,1; EF)

6.AtoB—F
(A,0,1;A|B,7,3;AFB|C,3,2;AD | D, 3,3; AED | E, 2, 2; AE | F. 1,2, AF)

A's Routing Table (after Step 3) A's Routing Table (after Step 5)
Destination Cost Path Vector Destination Cost Path Vector
C 3 AC B 7 AFB
D 5 ACD C 3 AC
E 2 AE D 3 AED
F 1 AF E 2 AE
F 1 AF

Top ISP routers are currently storing BGP routing tables of around 150,000 routes, and so if you
have a fast connection such as a T1 line to AT&T, Comcast, or Sprint, you would have to download
150,000 routes from each service you are connected to. BGP partitions routes by attributes or route
parameters so that routing may be more efficiently managed. Attributes that are stored include:

® Route cost or weight (as Cisco refers to cost)

e Next hop. The first node on the path to the advertising router

® Origin. Where the routing information came from, EBGP or IBGP
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® AS_path. The identity of the AS from which the route advertisement came
® Local exit preference. The preferred exit point from the AS
® Multi-exit discriminator (a Cisco attribute)

e Community designation. This can be no-export, no-advertise, or Internet (advertise
to all)

As you move down the Internet hierarchy, the Classless Inter-Domain Routing (CIDR) protocol is
used to further partition the routing tables so that related address blocks can be routed as a single
unit to other BGP routers. The CIDR system, described in more detail in Chapter 18, replaces the
older notion of network classes.

Network loops

One way to bring down a network is to create a network loop. You can do this by plugging an
Ethernet cable into two ports on the same switch or router, or by inadvertently creating a loop
with multiple switches and routers — hubs don'’t suffer this problem. Although the circuit has
been shown with three routers, you could use any combination of computers, switches, or routers
as endpoints in the circuit.

Suppose you have the circular path shown in Figure 9.12. In the complete circular circuit shown
in the upper-left diagram, Router_1 sends packets to Router_3 with Router_2 as the intermediary.
If the connection between Router_2 and Router_3 breaks, Router_2 will return traffic meant to
flow over that broken connection. Router_1 does not know about the break, and when Router_1
sends packets to Router_3 through Router_2, the packets are returned. Router_1, being ignorant of
the broken connection, but still believing that the path Router_1-Router_2-Router_3 is the lowest-
cost path for transmission, resends the traffic back to Router_2. Traffic between Router_1 and
Router_2 bounces back and forth in an infinite loop, and the connection is quickly saturated, as
shown in the upper-right scenario labeled as an infinite loop in Figure 9.12. This is the problem
that routing algorithms are created to solve.

Let’s take this one step further. In the circular path described, both the connections between
Router_1-Router_3 and between Router_2-Router_3 fail concurrently as shown in the diagram on
the lower left labeled infinite loops. Having two wires fail at the same time is a very uncommon
event, but the same result is achieved when Router_3 fails, which is a common event. Now, traffic
that would flow from Router_1-Router_2-Router_3 ends at Router_2, where the message is
returned. If Router_2 believes that the lowest-cost path to communicate with Router_3 is
Router_2-Router_1-Router_3, then traffic along that route ends at Router_1, where it is returned.
This routing loop would continue until a routing protocol determines that Router_3 is unreach-
able. This is the situation depicted in the lower-left example in Figure 9.12.
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FIGURE 9.12

Routing failures, infinite loops, and failure cascades
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It is at this point where you cross over into the Twilight Zone of computer networking, a failure
cascade. At the bottom-right example in Figure 9.12, an infinite loop occurs at the connection
labeled 1, which then saturates. The traffic on adjacent connections labeled 2 and 3 begins to pile
up, and they develop infinite loops of their own. As connections fail, the effects spread outwards.
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A cascade of failing links ripples through the network, expanding out through connections 4, 5, and
6... and beyond. The entire network is down, and the only way to diagnose the problem is to divide
the network up into segments, locate the error, and continue segmenting until you isolate the prob-
lem to a single device or connection. This is, in essence, what routing protocols do in software.

The Spanning Tree Protocol

The Spanning Tree Protocol (STP), as specified by the IEEE 802.1D standard, is an adaptive rout-
ing technology that solves the problem of network loops through adaptive and dynamic routing.
STP is a central technology used on switched networks and establishes routes by creating virtual
circuits, eliminating any network loops that it can detect. Connections are made at bridge nodes.
Switches are commonly used for the connection points, and they are configured to serve the role of
a bridge. Routers can also be set into a bridging mode to function in this capacity. However, the
extra intelligence added to routers can be applied to different systems of routing.

The STP algorithm (DEC STP) was invented by Radia Perlman in 1985, while at Digital Equipment
Corporation (now at Sun Microsystems), and predates the development of the World Wide Web.
STP operates at the Network layer (Level 2) of the OSI model, above the Physical layer and inside
devices such as switches and routers.

In a hierarchical network, the root node is connected to a certain number of Level 1 nodes, and the
network continues to fan out. A hierarchical topology is a tree, albeit an upside-down tree where
branches are linear and where the failure of any node or connection to a node in a branch renders
the nodes at lower levels in the hierarchy inaccessible. A purely hierarchical topology also means
that if a node in one branch wants to communicate with a node in another branch, it would have
to traverse a path up the tree to the root node and back down to the target node. For these two
reasons, only very small networks can be structured in a pure hierarchy.

The solution to these problems is to build cross-links between different branches. Cross-links pro-
vide shorter paths and thus better performance, and they provide a certain measure of redundancy
because there are now multiple paths through the network for most connections you might want
to make. Cross-links also provide a mechanism to create network loops.

In graph theory, a spanning tree is created by using an algorithm to compute a set of paths through
a system of connected nodes such that every node is on at least one branch of the tree, but that no
loops are defined. Nodes serve the function of a topological bridge, and therefore are often called
bridges. Figure 9.13 shows a spanning tree. The solid lines represent branches of the spanning
tree, while the dashed lines represent routes left out of the spanning tree.

There are many different ways that you can compute a spanning tree. In one scheme, each edge is
given a weight (a weighted graph) and the spanning tree computes the paths through the system
that has the lowest weights, thus providing what is called a minimum spanning tree, or alterna-
tively, a minimum-weight spanning tree. In multi-domain systems, a union of minimum spanning
trees is called a minimum spanning forest.
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Other optimizations are possible, such as the minimum spanning tree with the most edges, the
minimum diameter, fewest leaves, or minimum dilation. An edge is the path between two nodes
calculated by the spanning tree algorithm. Leaves are each of the branches of the tree. The diame-
ter is the number of switches traversed to link two switches in a bridged network together. Dilation
represents the difference between the shortest path between two nodes in the tree and the path

that the spanning tree algorithm calculates.

FIGURE 9.13

A spanning tree
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In a network system, the goal is to define a spanning tree such that there are no loops, but that
enough redundancy exists in the system to provide access even when a node or connection fails.
Instead of using weighted edges, the notion of a least-cost path is used. To compute the least-cost

path, the system defines two parameters:

® Node Priority
® Node Identifier
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The cost, or weight, of a node is then computed using a combination of the two parameters. In the
Spanning Tree Protocol, the node priority is considered first; the node with the lowest priority
number is deemed to be the highest priority and takes precedence. Nodes are then compared using
their MAC addresses, and the MAC address with the lowest value takes precedence over a node of
the same priority. To set a node as the root (root bridge), the priority should be set below 10,
while most devices using STP come with their priority set high. For Cisco switches/routers, their
priority out of the box is set to 32768.

The STP algorithm computes a path through the system such that messages that travel from any
endpoint to the root bridge do so over the least-cost path. The cost of a path is the total of the costs
of each of the segments that the path traverses. Because each bridge point in the system has a con-
figurable priority, the STP can change the least-cost path based on conditions. In computing a
least-cost path, the following two rules are used:

® Determine the least-cost path from each bridge node.

® Determine the least-cost path for each network segment.

In a switch/router, the port connected to the least-cost path to the root is the root port; the port
connected to the least-cost path to a network segment is called the designated port of that segment.
For the purposes of this discussion, you can take the definition of a network segment to be a col-
lection of nodes that are connected by the same Physical Layer system that share the same security
model. Thus two subnets sharing the same LAN would be two segments, as would two different
workgroups/domains.

Once the STP algorithm calculates the root and designated ports, any other active port then
becomes a blocked port. It is often the case that two or more paths to the root from a bridge have
the same lowest cost. In that case, the path through the bridge node with the lowest bridge ID
becomes the root port. When there exist two or more bridges on the same network segment that
have the least-cost path to the root, the designated port becomes the one on the bridge that con-
nects to the bridge with the lowest bridge ID.

Figure 9.14 shows a network system to which the Spanning Tree Protocol has been applied. To
simplify the analysis, each network segment is assumed to have the same unit cost. The following
analysis leads to the STP diagram that you see in Figure 9.14:

1. The bridge node with priority 8 has the highest priority (lowest number) and becomes
the root bridge. The root node is not necessarily the highest-capacity or most powerful
device; typically, it is one that is most centrally located. Generally, the root node chosen
is one that is the least modified or disturbed; for this reason, switches on network back-
bones are often chosen as a root node. Note that the root bridge is the only bridge in the
network that does not have a root port.

2. Two paths lead to bridge nodes with priorities 10 and 12. Because 10 has the highest pri-
ority, it connects to the next-highest bridge node, which is 22.

3. Of the two nodes that are unconnected with values of 12 and 22, 12 now has precedence.
The highest-priority node that 12 can physically connect to without creating a loop is 45,
and that connection is made.
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4. The two unconnected nodes compared now are 22 and 45. Bridge node 22 is connected
to 50, the next-highest priority node.

5. Because the two bridge nodes compared at this point are 45 and 50, 45 takes precedence.
The highest-priority bridge node that it can physically connect to is 125.

6. The three remaining bridge points are 77, 96, and 200, and they are connected in
sequence. They become endpoints of each of the branches of the spanning tree.

A network system to which the Spanning Tree Protocol has been applied
Root Bridge

LEGEND

@ Designated Port
Root Port
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It is still possible that the algorithm may not be able to break a tie to determine which of two or
more bridges rank higher in the STP hierarchy. The situation arises when two bridges are con-
nected to one another by two or more links. The selection is then made based on the port priority,
and this port is assigned to be either a root or designated port.

Network segment costs

Figure 9.14 makes the assumption that each network segment has the same cost of traversal, which
is generally not the case. As was stated in the previous section, the network segment cost is one
parameter used to determine the least-cost path. Some network connections are fast, and some are
slow. Even in relatively simple networks where bridge points connect to Fast Ethernet, there may
be bridge points that connect to wireless devices. In order to optimize the Spanning Tree Protocol,
the cost of the network segment is calculated based on the IEEE 802.1D standard from 1998. This
standard was amended in 2001 by 802.1t to allow for more granular calculations. Table 9.1 shows
the standard segment costs.

TABLE 9.1

STP Network Segment Costs

Segment Throughput Segment Cost 802.1t Segment Cost 802.1D
10 Gbits/s 2,000 2

2 Gbits/s 10,000 3

1 Gbits/s 20,000 4

100 Mbits/s 200,000 19

16 Mbits/s 1,250,000 62

10 Mbits/s 2,000,000 100

4 Mbits/s 5,000,000 250

Dynamic optimization

In the example presented, all of the bridge nodes’ priorities and network segments were assigned
prior to applying the STP. The addition of a network discovery method greatly improves the value
of the STP and allows it to adapt to changing network conditions. One method used for discovery
is called the Bridge Protocol, and it works by multicasting special frames called Bridge Protocol
Data Units (BPDUs) that contain information about current path segment costs and available
bridge node IDs. With this updated information, the root path on the network can be adjusted.
Figure 9.15 shows the format used for a BPDU frame. The different fields in the BPDU contain
information about the bridge ID, priority of the bridge, and the MAC address used by the switch.
Other fields set the priority of the path and other parameters, such as the weight of the path (cost
of path).
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FIGURE 9.15
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Switches and routers, which are the devices that serve as bridge nodes in modern networks, multicast
a BPDU frame that includes the MAC address of the port that is the source, and an STP multicast
address that, by convention, is set to 01:80:C2:00:00:00. Frames are sent out every few seconds and
essentially provide a network heartbeat that STP uses to update its routing tables. The default setting
for a standard exchange is every 2 seconds (called the “hello time”), but this is adjustable.

The Bridge Protocol defines three different types of BPDUs:

® Configuration (CBPDU)
® Topology Change Notification (TCN)
® Topology Change Notification Acknowledgement (TCA)

Any time a new device is added to a network port, that port enters a listening state where it detects
the different BPDUs and learns about the network configuration. Devices are any endpoint that has
a network interface. The default listening state is 15 seconds and is followed by a learning state of
an additional 15 seconds. The total of listening and learning is a configurable value known as the
forward delay, which is meant to allow the new device time to receive information from the root
bridge. With a device such as a computer, server, or printer that cannot operate as a bridge when
the port comes out of the learning state, it enters a forwarding state and starts to transmit BPDUs.

When a new bridging node is added to an existing port on a bridge node, a different procedure is
followed. Any new switch or router could introduce a network loop into the topology, and there-
fore the port stays in the blocking mode after the listen/learn cycle completes. The port sends a
Topology Change Notification (TCN) frame to the network’s root bridge. When the TCN is
detected at the root bridge, the change is recorded and a determination is made as to the appropri-
ate port status. The root bridge then acknowledges back to the new port with a TCA frame that
determines the port’s status. From then on, the new port multicasts BPDUs at the standard regular
intervals so that all other bridging nodes update their routing tables appropriately. The root bridge
modifies its standard BPDUs to indicate that a change is in progress and then multicasts the change
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to all other bridge nodes in the system; those root bridges update their routing tables and then
acknowledge that the change was made.

At any one time, a bridge node’s (switch/router) port may have one of the following five states:

e Listening. Incoming BPDUs are received and processed with no frames sent.

® Learning. The port adds the addresses of bridge nodes to its routing table but does not
forward any frames. A learning port has been incorporated into the active topology.

® Forwarding. The port can both send and receive data from the network, and STP contin-
ues to process any incoming BPDUs for changes. All ports in a root bridge and any root
port are always in forwarding mode, and any designated port on a single LAN segment
must also always be in forwarding mode.

® Blocking. The port is configured so that it can neither send nor receive data, but it does
receive BPDUs and can change states if necessary. Any port in a bridge node that connects
to other bridge nodes and isn't either a root port or a designated port must be blocked.

e Disabled. Ports can be disabled in software (using SMTP commands, for example), but
not using STP.

Rapid Spanning Tree Protocol

As originally conceived, the Spanning Tree Protocol could take up to a minute to reconfigure when
a topology change is signaled. While this worked in 1995, by 1998, STP was required to compete
with Data Link Level (Layer 3) protocols such as Open Shortest Path First (OSPF) and the
Enhanced Interior Gateway Routing Protocol (EIGRP), which could reconfigure an alternative path
through the system much faster than STP. For that reason, the IEEE defined what is called the
Rapid Spanning Tree Protocol (RSTP) in the 802.1w standard released in 1998. In 2004, the IEEE
bundled together the 802.1D, 802.1t-2001, and the 802.1w standards into a single 802.1D-2004
standard that includes them all. Many of the changes added to RSTP were part of Cisco’s imple-
mentation of STP for switched Ethernet networks.

RSTP is based on STP, but makes some significant changes to the original protocol that allow a
bridge node to reconfigure on the order of less than a single hello time (2 seconds) when a root
node failure occurs.

Caution

The use of more than one type of STP can lead to unpredictable and undesired results.
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In RSTP, blocked ports are separated into two additional states: alternative ports and backup ports.
An alternative port is one that is receiving BPDUs from another bridge node of higher priority and
is port blocked. A backup port is a port that is receiving BPDUs from the same bridge and is port
blocked. The definition allows for a more rapid assignment of an alternative path to the root bridge
when the root port fails. The backup port provides a redundant connection to the same network
segment, but does not provide a connection to the root bridge. In other respects, the same criteria
are used to calculate the topology in RSTP that is used for STP. Figure 9.16 illustrates an example
of alternative and backup ports.
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FIGURE 9.16

Examples of an alternative and a backup port
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The BPDU frame for RSTP was changed to allow for a faster aging of information, with BPDUs
required as a keep-alive or heartbeat between bridge nodes. When three hello cycles pass without a
BPDU, a failure is registered and the bridge node sets a flag in the BPDU frames it sends that indi-
cates the failure and asks a lower-priority bridge to accept that node as its root bridge. A bridge
receiving the proposal that has no other path to the root bridge and recognizes the higher-priority
bridge will then reset its root port to the one connected to the proposing bridge node. However, if
the proposed-to bridge still has a functioning path to the original root bridge, it then sends a BPDU
to the proposing bridge node, informing it of the status of the original root and updating its routes,
and STP reconfiguration is performed at the proposing node.

Figure 9.17 shows the proposal concept and demonstrates how the links fail over. The top-right
figure shows the original configuration. When a link breaks, as is the case in the top-middle figure,
Node A proposes to Node B that it be made the Root node. Because B still is in contact with the
Root, the proposal is declined and A is given B’s routing information. The failover results in the
reconfiguration is shown on the lower left with A’s path through B to the Root.

In the case of two broken connections, the response to the proposal is different. When A makes the
proposal to be the Root, B no longer knows it has a connection to the Root and therefore accepts the
proposal. The result is shown in the figure on the lower right with A containing the Designated port
and B having the Root port. The failover results in the direct link between A and B.
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FIGURE 9.17

RSTP failover reconfiguration
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In a network that is routed by RSTP, any port that is connected to an end station cannot create a
network loop because all end stations are by definition single-homed. All ports of this type are
labeled as edge ports and put into a forwarding state without having to cycle through the standard
STP listening and learning modes. Edge ports remain edge ports even when RSTP recalculates and
juggles the topology of the spanning tree. Should an edge port receive a BPDU frame, the edge port
converts instantly to a spanning tree port.

An instant conversion to a forwarding state can also be performed on ports that have point-to-
point links. Ports that are operating in full-duplex mode are taken to be a point-to-point link; half-
duplex mode ports are considered to be a shared port. Because nearly all modern switches operate
their ports in full-duplex mode, RSTP can convert these ports very quickly to the forwarding state.
Fast transition in RSTP occurs because the proposal/acceptance mechanism can ripple through the
network, changing ports one link at a time.

Figure 9.18 illustrates the fast transition that RSTP makes possible. In this scheme, the proposal to
designate the Root port labeled 1 in the figure on the left side is responded to with an agreement
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labeled 2. Router 2 then begins a synchronization, which creates a Root port for the Root to 1 con-
nection, blocks two of the ports, and specifies which port will be the Edge port. The proposal to
designate the Root port then travels down the network without having to communicate back up to
the Root. This makes the transition very fast.

FIGURE 9.18

The RSTP proposal/acceptance fast transition mechanism
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RSTP also handles new links differently from STP. In a network system, if you add a link from the
root bridge node to a secondary (or lower-hierarchy) node, you create a network loop. STP, sens-
ing this loop, blocks the ports on the root bridge node and the primary node, placing those nodes
into a listening state. STP also disables the new link until it can compute the new topology. The
primary node now listens directly to the root bridge node and they exchange information. The pri-
mary node then sends BPDUs through the network down to the secondary node where the new
link was added, and that node blocks its port leading to the primary node, and returns a BPDU
back to the root node. Upon receipt of the BPDU, the root node adopts the new technology,
enables the new link, and maintains the block on the port leading to and coming from what was
the primary node. The primary node connected to the new network link then becomes the second-
ary node. The problem with this scenario is that there is a latency of twice the forward delay to
enforce this change.

The same situation, as handled by RSTP, works somewhat differently. RSTP detects the new link
and blocks the ports between the root and the primary node, as before. Now the root node sends a
proposal to the primary node for a reconfiguration, at which point the primary node places a block
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on all designated ports, called a sync operation. The primary node then signals to the root node to
unblock its port and place it into forwarding mode. This transition happens very quickly. Now the
blocks are one level down from the root/primary link. The process is repeated, moving the blocks for
ports on the router one more level down until the blocks reach the port for the secondary node with
the new link connected to it. The end result of the RSTP is the same state as before, but instead of
waiting for messaging to travel down the branch and return as STP does, RSTP initiates a set of indi-
vidual transitions that are very fast. The more intermediate bridge nodes there are between the root
node and the new link, the greater the difference in performance that RSTP offers.

RSTP is even more aggressive when it comes to propagating topology changes. In STP, when a
node changes its topology, the information flows from that node to the root node where it is then
sent back down to all of the other system bridge nodes. In RSTP, the originator of the topology
change floods the change state throughout the network, essentially eliminating the latency incurred
while the information travels to the root node.

You may encounter some proprietary STP variants when working with Cisco Catalyst switches.
When routing over virtual LANs (VLANSs), Cisco uses a spanning tree for each VLAN (IEEE
802.1Q) and calls their proprietary protocol the Per-VLAN Spanning Tree (PVST), or PVST+ when
tunneling across other routing schemes is added. The Multiple Spanning Tree Protocol (MSTP), as
defined in IEEE 802.1s/Q), extends RSTP to VLANS, creating a spanning tree for each VLAN group.
Cisco’s version of MSTP is called Multiple Instances Spanning Tree Protocol (MISTP). Another
Cisco protocol called Rapid Per-VLAN Spanning Tree (R-PVST) combines RSTP and PVST to cre-
ate one spanning tree per VLAN.

Onion Routers

You know the drill, because you've seen the movie. The bad guys send messages to the good guys,
which the good guys trace to a server in New York City. As the good guys get ready to chase the
bad guys, the next message comes in from a server in Singapore, and the third message comes from
Berlin. Every message after that comes from another server, making the location of the sender
impossible to determine. Anonymous communication over the network is the idea behind onion
routers.

In an onion router system, network messages are multiply (triply) encrypted at the source and sent
randomly through an IP network of routers (onion servers), where each router removes one layer
of encryption — just as you can peel the layers off an onion. The Entry Point server is chosen from
a smaller set of onion router servers called Entry Guards and then randomly chosen from this set.
Each of the three servers, the one chosen randomly from the Entry Guard group and the other two
chosen randomly from available onion router servers worldwide, then use their public key to
remove one layer of encryption at a time.

When the message arrives at its destination, the message is unencrypted but the receiver has no
knowledge of where the message came from or what path it took to get there, only the last server
to forward the data on. Not only is the receiver in the dark, but all of the intermediate nodes
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between the encryption source and the exit node also have no idea of the source, contents, or des-

tination of the packets, making it impossible for anyone inside the onion network to be able to
compromise the communication.

Figure 9.19 shows how The Onion Router (Tor) system works. The Sending System gets a list of
Tor servers from the Tor Directory Server (1). It then selects an entry server from a short list and
sends the data to it triply encrypted (2). The Entry Server removes one layer of encryption and
then passes the data along to a randomly chosen server (3), which removes another layer of
encryption. That second server sends the data to a third server (4) where the final layer of encryp-
tion is removed and the data is sent unencrypted to its destination, the Receiving System (5).

The Onion Router system for maintaining data anonymity
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The goal of Tor is to be able to prevent what is called traffic analysis attacks. In a traffic analysis
attack, groups of messages are examined at both endpoints of the message path to determine which
servers exist on the system and to look for traffic patterns. The greater the number of messages
examined, the better. The state of the messages can be either encrypted or unencrypted, as the goal
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is to be able to intercept the messages that you are interested in. Decryption can be performed
later; or more often, the goal of the exercise is to be able to interrupt the communication.

One type of attack that can be performed once the communication is intercepted is to create a
Secure Shell link to the victim and examine the timing of the messages that are returned. The time
interval between each character is statistically analyzed using a hidden Markov model, which can
be used to deduce passwords. Tor systems are built to make this sort of attack very difficult, but
apparently not impossible. Also keep in mind that the traffic exiting the onion router system is
unencrypted and can be compromised, just as any other messages can be.

Tor

Onion routing describes a technology that presently has one example, the open source Tor project.
As you can imagine, secure communication is of primary importance to the military. The original
developers of the first onion router were funded by the United States Navy Research Laboratory. A
second-generation project called The Onion Router (Tor) was funded initially by the Electronic
Frontier Foundation (www.eff.org) in 2004, and in 2006 became an open source project called
The Tor Project (www.torproject.org) as part of a non-profit foundation.

Although onion routers represent a concept that anyone can implement, the Tor network is the
only one based on this concept that has been reduced to practice. There are currently over 1,800
listings of Tor servers worldwide in one of the directory servers, although the number of servers
active at any one time varies greatly.

Tor clients

Tor traffic originates on an onion proxy that is installed on the sending system. The proxy consults
a Tor directory and negotiates a virtual circuit through the network. The onion proxy software is a
SOCKS interface; therefore, any application that can create a socket can use the proxy to send traf-
fic through the Tor network over that virtual circuit. The message is then multiplexed and sent on
its way. Among the applications that can use SOCKS are browsers, IM (instant messaging), and
IRC (Internet Relay Chat) clients.

To fully configure a Tor proxy client, you need the following applications:

® Privoxy (www.privoxy.org). The Privoxy application is a filtering, non-caching Web
proxy. It can help maintain privacy, manage cookies, alter Web page data, intercept pop-
ups and banners, and more. This freeware program was based on Internet Junkbuster and
is at version 3.0.10.

® Tor (www.torproject.org). The Tor client provides the Tor protocol and other compo-
nents that let you use the Tor network.

e Torbutton (https:/torbutton.torproject.org). The Tor button installs in Firefox and can
turn Tor on and off.

® Vidalia (www.torproject.org/vidalia/). The GUI for Tor lets you monitor, control, and
modify a Tor setup.
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The developers of Tor make installation of these programs easy by bundling them together within
a single installer. To obtain the Tor clients, you can go to these Web sites:

® Windows installer: www.torproject.org/docs/tor-doc-windows.html.en
® Mac installer: www.torproject.org/docs/tor-doc-osx.html.en

® Linux/BSD/UNIX installer: www.torproject.org/download-unix.html.en

Once you install the Tor client, you should test to see that it is correctly installed. One way to do
this is to access a hidden server (described in the following section) on the Tor network. Enter
http://duskgytldkxiuqc6.onion/ in your browser, and after a transfer time of up to a minute, the
Tor network should resolve the address for you.

Hidden services

Tor servers form a private Tor domain with the .onion suffix. The private domain allows hidden
services running network applications, such as a Web publishing server or an Instant Messenger
server, to be configured to run “hidden” on the Tor network. Each of these services run indepen-
dently of one another and are distributed across the Tor network. Tor allows users to configure
their own hidden services and make those services available to others anonymously. When a Tor
user uses a hidden service, neither the sender nor receiver is aware of either the network identity of
each other or of the server that processes their requests.

To create a hidden service, you need a working Tor client and Web server. Tor’s developers recom-
mend Savant or Apache on Windows, or thttpd on UNIX or Mac OS X. The Web server must
bind port 5222 to the local host. This binding ensures that an outside system is not able to ascer-
tain that the service is running on your system. The Web server should be run as a separate
instance from any other Web servers, especially Web servers that are exposed to the Internet or an
intranet.

Figure 9.20 shows a schematic of how hidden services work. An installed hidden service advertises
for clients by broadcasting its availability (1) using the hidden service protocol through random
paths (virtual circuits) to servers and by storing its information and public key in the Tor Directory
Server. Those servers accept the role of being an Introduction Point and store a public key for the
hidden service (2). Because the path taken between the hidden service’s server and the
Introduction Points consists of random virtual circuits, there is no way for a client to be able to
associate the two systems with one another or to learn the hidden server’s IP address.

A Tor client learns about hidden services from the Tor Directory Server (3) and creates a
Rendezvous Point. Then the Tor client communicates with one of the Introduction Point Servers
(4). A Rendezvous Point contains both a public key and a cookie that are used to encrypt/decrypt
information as well as supply information that allows the data to be forwarded from the hidden
server to the Tor client. Once the Introduction Point transfers the Tor client’s information to the
Hidden Service Server, the virtual circuit shown as 7 with a large arrow is created. The system sep-
arates the Introduction Point from the Rendezvous Point, and by doing so ensures that the Tor cli-
ent’s information remains anonymous.
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FIGURE 9.20

Hidden services on the Tor network
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The hidden service creates a hidden service descriptor with the public key, includes a description
of the service, and then signs the hidden service descriptor with a private key. This hidden service
descriptor is sent by as an encrypted message to a Tor directory server, and then replicated
throughout the network, which hides the location of the service. The directory server creates an
automatically generated domain name <HiddenService> . onion for the service, which can now be
browsed by a Tor client. At this point, the configuration of the hidden service is complete.

When a client wants to learn about a hidden service, it downloads the hidden service descriptor
from the Tor directory server. That descriptor contains the list of the Introduction Points and the
public key. The client then connects to a random Tor server, requesting that the server act as a
Rendezvous Point, and sends that server a cookie with a one-time secret. The hidden server’s pub-
lic key is then used to encrypt an Introduction message that contains the Rendezvous Point address
and the cookie with the one-time secret. All of these exchanges pass through the Tor system in the

usual manner.

The hidden server then uses the information contained in the Introduction message to build a circuit
to the Rendezvous Point, and sends the one-time secret to that system to validate its connection to
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the Tor client. The Rendezvous Point sends a “connection established” message to the Tor client.
With the virtual circuit between Tor client and hidden service server using the Rendezvous Point as a
relay encrypted communication travels in both directions from client to server. This circuit has a set
of six relays, of which three relays were chosen by the client’s virtual circuit, three more relays were
chosen by the server’s virtual circuit, and the Rendezvous Point was a commonly chosen relay point.

Gateways

A network gateway is a device or program that allows different types of networks to communicate
with one another. Gateways translate addresses, network protocols, and data. Sometimes you pur-
chase a gateway as an appliance, while in other instances you might install gateway software on a
computer and have that computer serve the linking function. An example of a software gateway
would be a program that takes the data from an order entry module on a Web site and transmits
that information to a credit processing service, called a credit card gateway. Another example of a
gateway is a firewall or proxy server. In any network interface for TCP/IP networks, the address of
the gateway must be specified. Mail and host gateways are also common.

Gateways are therefore something of a marketing term, and need to be considered in this broader
context. A router has different aspects of a gateway in it; even an Internet connection-sharing func-
tion on a computer serves the function of a gateway. What separates a gateway from other network
connection devices like routers is its ability to function at higher levels of the OSI network model.
Gateways either operate at the Transport layer (Level 4) or more often, at the Application layer
(Level 7), the top layer of the hierarchy — routers may operate at Level 4 but never at Level 7.

Summary

In this chapter, you learned about switching devices. Switches are required on both circuit
switched networks and packet switched networks, and both network types were described concep-
tually in some detail.

Switching devices can be separated by the highest-level protocol that they operate with. Hubs and
repeaters are physical connections. Bridges span two different network segments at the Network
layer, but do not provide protocol translation. A router can connect two different types of net-
works because it can operate at the Transport layer. Switches and gateways are general terms that
describe a variety of different systems.

The basis for routing was covered in detail in this chapter. The difference between core routers,
edge routers, and border routers was also explained. You learned about The Onion Router (Tor)
system and how it can be used to preserve anonymity.

In the next chapter, the various types of home networks are described.
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Home Networks

prevalent. The major reasons people install home networks are to
share Internet connections, resources, and network applications.

Home networking is becoming more advanced, easier to use, and more

Home networks tend to be a mixture of different technologies. If you need to
have mobile devices, then Wi-Fi networks will be one part of the mix. The
two essential decisions you make concerning your home network are how to
connect to the Internet and how to bridge different areas of your home
together.

In this chapter, some of the common choices for home networking media are
discussed in terms of their suitability. Ethernet, HomePNA, and HomePlug
networking are described.

HomePNA is a phone line technology, while HomePlug is a power line con-
nection technology. HomePNA and HomePlug are relatively new, and offer
higher speeds than older technologies. With HomePNA, you connect devices
by plugging adapters into a phone outlet. HomePlug uses adapters to allow
devices to plug into your power lines. The Power over Ethernet standard is
also described,; this standard allows you to have mobile devices wherever an
Ethernet cable can be run. These technologies are convenient alternatives to
connecting areas of your home by pulling Ethernet cable through the wall.

Different broadband connection technologies are described in this chapter.
Common technologies currently being offered — ISDN, DSL, cable modems,
satellite connections, and fiber-optic connections — are described.
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Home network servers offer the potential for managing your home network from a central loca-
tion, as well as being able to share important network services. Microsoft Home Server is described
briefly. Other home network appliances of this type have come to market but have not gained trac-
tion in the marketplace.

Features of a Home Network

Home networking has experienced something of a renaissance over the last couple of years. Part of
the current interest is due to people staying home more for entertainment, in part due to the prolif-
eration of home computers, and part due to the public becoming more knowledgeable about net-
works. The advancement in home networking is also due to a number of new technologies that
have been brought to market, and the fact that several other leading-edge technologies are also
maturing. You see this trend in the home network market with the introduction of home servers,
high-speed networking components, more sophisticated firewalls, and many other technologies. In
this chapter, you see different types of wired technologies that you can use in your home to con-
nect one device to another, often very conveniently over phone or power lines.

Most people create home networks to allow for the following functions:

® Share an Internet connection between two or more systems

® Share resources such as storage, printers, and other peripherals

® Back up systems remotely

® Transfer audio/video content for home entertainment purposes

® Use Voice over IP (VoIP) telephony

e Allow for system mobility for laptops, PDAs, and other mobile devices

® Play multiplayer games using computers or gaming consoles
These needs make certain choices entirely predictable:
e If you need mobile connectivity, you should opt for Wi-Fi on your network in the loca-

tions where you move devices around.

e [f you want to transfer large files, then you need to examine the throughput of the links
that will carry the traffic. As a general rule of thumb, AV multimedia content requires at
least 100 Mbits/s throughput to be practicable, and the more the better.
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If you have different unconnected areas in your home, consider how you connect them.
Common choices for connecting different areas in the home are to pull Ethernet cable,
phone line, or power line connections, or to bridge the distance with Wi-Fi.

Sharing an Internet connection argues for the use of a security appliance such as a firewall/
gateway/router or a server or appliance that provides a function such as Network Address
Translation (NAT). Placing a firewall between the Internet and your home network is the
single best investment you can make to safely share an Internet connection.

Networked resources such as printers, file shares, and other peripherals are supported in
all of the commonly used desktop operating systems. Depending upon the granularity of
access required, you may be satisfied with peer-to-peer network access; for a greater num-
bers of systems, and finer control, you may want to consider a server or server appliance
with a central security system.

Common choices for home network connectivity are:

Ethernet (wired/RF over wires)

Wi-Fi based on IEEE 802.11x (wireless)

Phone line (wired) based on HomePNA, for example
Power line (wired) based on HomePlug, for example

Bluetooth (wireless/RF)

Wireless technologies are very popular in home settings because of their flexibility, and so most
home networks include wireless access. Wireless technologies such as Wi-Fi and Bluetooth are
described in detail in Chapter 14, but are mentioned to provide context in this chapter. Most peo-
ple opt for a mix of technologies in their home networks. Table 10.1 shows some of the common
technologies in use on home networks and compares important characteristics such as speed or
throughput, technology types, cost, reliability, security and privacy, along with a summary of pros
and cons of each.
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Broadband Connections

The word broadband has many different meanings. It can refer to a wide spectrum of frequencies
over which communications are sent, or it can apply to a high-speed connection to a network or
the Internet. It is as a high-speed feed for the Internet that most home users would apply the term.
Broadband penetration as a percentage of the population is considered by many economists to be a
leading economic indicator.

By one definition, broadband is defined by the throughput through the system, with the lowest
transmission speed being several times higher than is possible to achieve with a dial-up modem.
The United States Federal Communications Commission in 2008 defined a broadband connection
as one that has a download throughput of over 768 Kbits/s. In Europe, the International
Telecommunications Union Standardization Sector set the base for broadband at 1.5 Mbits/s, or
the speed of primary rate ISDN.

The minimum requirement for broadband tends to rise over time. The definition in terms of down-
load speed is made intentionally because most people’s broadband connections are much faster
downloading than uploading content; that is, most broadband connections are asymmetric.

When an ISP rates its broadband connection speed, it typically does so under favorable conditions.
Many services that share bandwidth among a group of subscribers, such as a neighborhood or
apartment building, tend to slow down considerably at times of high usage. To combat this prob-
lem, many ISPs have resorted to techniques such as traffic shaping, throttling, or transfer limits in
order to maintain an acceptable performance.

The most common broadband connections in the United States at the moment are based on digital
subscriber line, or DSL, technology and cable modems. Fiber-optic networks are in the process of
being rolled out by several companies and are available in limited geographical areas.

Among the broadband technologies in common use are:

® Integrated Service Digital Network (ISDN) telephone-based data service. ISDN is sold
either in a basic rate format (ISDN-BRI) with two channels of DSO, 64 Kbits each, for a
total of 128 Kbits/s, or as a primary rate format (ISDN-PRI) with 23 DSO lines having a
bandwidth of 1.544 Mbits/s. In Europe, ISDN-PRI involves 30 DSO channels and has a
bandwidth of 2.048 Mbits/s. ISDN has become less popular as consumers opt for either
DSL or cable modem technologies.

DSO is a holdover from phone line systems; it represents the allocation of a 64 Kbits/s
channel for voice communications.

Cross-Ref
ISDN and DSL are is described in more detail in Chapter 13.
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e Digital Subscriber Lines (DSLs). DSL uses telephone lines to provide digital services and
Internet connectivity to customers. Most DSL sold is Asymmetric DSL, or ADSL.
Download throughput over DSL lines ranges from 256 Kbits/s to 2.4 Mbits/s; upload
speeds of 128 Kbits/s to 256 Kbits/s are typical for this technology.
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® Cable modems. This technology is popular in North America, Europe, Australia, New
Zealand, and parts of Central America. Typical throughput using a cable modem varies
between 1 Mbits/s to 6 Mbits/s for downloads, and between 128 Kbits/s and 768 Kbits/s
uploads. The technology is theoretically capable of supporting speeds as high as 30
Mbits/s. Cable modems use a shared connection among local users, and so speeds depend
on the level of activity at any one time.

Cable modems are network bridge (Data Link layer, or Level 2) devices that connect home
networks to the Internet through a cable television system. On the network side, cable
modems support Ethernet, and on the cable side, they support DOCSIS (Data Over Cable
Service Interface Specification) as the Physical layer technologies. DOCSIS was created out
of Motorola’s CDLP (Cable Data Link Protocol) Physical layer technology and the MAC
layer created by LANcity for use with NTSC broadcasts. In Europe, a version of the tech-
nology compatible with the PAL broadcast standard, called EuroDOCSIS, is used.

e Satellite connections. The use of satellites to provide Internet access is popular in rural
areas where it is impractical to run different forms of cables. Systems use geostationary orbit
satellites that are as high as 22,236 mi. (35,786 km) above sea level on the Earth, or 42,164
km from the Earth’s center. An antenna must be fixed to the direction of the satellite.

Communications through satellites suffer a considerable latency (about 200 millisec-
onds) because of the distance involved. As a general rule, download throughput is com-
petitive with other broadband technologies, between 256 Kbits/s and 2.048 Mbits/s, but
much slower for uploads, between 64 Kbits/s and 128 Kbits/s. The latency and slow
upload speeds have tended to limit the use of satellite broadband technology.

e Fiber-optic connections. Fiber-optic broadband connections are now being offered in the
United States by companies such as Verizon (FiOS), SBC, and Qwest, among others.
These connections allow Internet access, telephone, and TV services to be delivered to
consumers who are using a fiber-optic connection. The service can be sold in a number of
different speeds, ranging from 10 Mbits/s to 50 Mbits/s download, and 2 Mbits/s to 20
Mbits/s upload.

Wireless Connections

Wireless connections are a very convenient method for networking various devices on a home net-
work. Some home networks rely entirely on wireless connections for all devices, but most use
wireless connections for devices that are mobile in a home or as links between areas of the home
that aren’t conveniently wired together. Many ISPs provide broadband routers with wireless capa-
bilities as part of their service.

Nearly all wireless networking devices sold for the home market are based on one of the IEEE
802.11 standards, which define a set of technologies that use public radio frequency bands that fall
in the 900 MHz to 5 GHz frequencies. The technology goes under the trademark Wi-Fi, an indus-
try trade group that manages the standards and ensures that chipsets and the devices that use them
are interoperable.
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Cross-Ref

Chapter 14 describes wireless network technologies in detail. It is entirely devoted to the Wi-Fi standard and
goes into great detail on the nature of each of the standards, how the bands are utilized, and how to build
Wi-Fi networks or links from different components. Chapter 14 also describes the different methods used to
encode Wi-Fi signals, as well as how Wi-Fi connections need to be configured.
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Wired Connections

In the previous section, your home network’s broadband connection to the Internet was consid-
ered. If you connect a wireless router to your Internet connection and all of your devices are wire-
less, or if you were lucky enough to move into a new house that is wired for Cat5e or Cat6 cable in
every room, then your work is done. Most people aren’t so lucky. The most common situation is
that you have devices scattered around in different areas of your home and you’ve networked those
areas individually, but are faced with the problem of connecting the areas together. Different areas
in a home exist when you have rooms that aren’t connected together by a network connection, for
example an upstairs bedroom, a den on the first floor, and an office in the basement.

You could decide to have an electrician come in and pull cable through the wall to connect those
areas together, or do it yourself. Pulling cable is difficult and often expensive, but it does provide
the fastest speed connections when you are done. There are many homes in which pulling cable
simply isn't practical or even worthwhile. In the sections that follow, different alternatives are pre-
sented that show how you can use wiring that is already in your home and in place (phone lines
and power lines) to provide the missing links that connect up all of those separate networked
areas. Among the technologies that are described in the following section are Ethernet wiring,
HomePNA phone line connections, Power over Ethernet (PoE), and HomePlug Powerline network-
ing over power lines.

Ethernet

Direct Ethernet connections to WANSs are uncommon in the area of home Internet connections.
However, this technology is offered as a business service and may someday become available for
consumers. The IEEE 802.3ah standard defines a set of protocols for Ethernet used on first or last
mile connections.

Ethernet in the First Mile (EFM) can be used over:

® Copper wire. EFM over Copper (EFMCu) is used over voice-grade wiring and can be
aggregated into multiple concurrent connections. The two types of EFMCu defined are
2BASE-TL and 10PASS-TS.

e Long wavelength fiber. Ethernet can connect using either single or dual strand fiber.

® Point to Multipoint (P2MP) fiber. Ethernet connections of this type are sold under the
name Ethernet over Passive Optical Networks (EPON).
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IEEE’s EFM standard also describes how to install, manage, and administer Ethernet connections,
as well as how to have these technologies interoperate with other commonly used technologies.
EFM EPON development is now part of the IEEE Metro Ethernet Forum group; they are currently
working on a 10 Gbits/s version of EPON called XEPON.

Cross-Ref
Ethernet is discussed further in Chapter 12.

Phone lines

For many years, vendors have offered devices to network computers over phone lines in buildings.
One early system called PhoneNet, from a company called Farallon (now Netopia), allowed
Macintoshes to network without having to use Apple LocalTalk. This technology worked by using
the spare wiring in the telephone line as its physical medium. This was back in the days when a
single telephone line was all that anyone ever had coming into their house. Now it seems that any-
thing that moves has a phone number attached to it, and there is no such thing as a spare set of
phone wires.

The latest versions of phone networking are designed to work over the telephone wires that are in
use. They do this by working at frequencies that aren’t in use for voice communication. They also
use different modulation technologies to ensure that the data arrives correctly at its destination.
The most widely used phone line networking technology in current use is HomePNA. If you are
familiar with the older phone line networking technologies that poked along at 10 Mbits/s on a
good day, you may want to take a look at the latest HomePNA standard; it was built to transfer
large multimedia files at relatively high speeds.

Figure 10.1 shows different devices in a home network using HomePNA network technology. In
this figure a HomePNA router is connected to the Internet and to an Ethernet line. That router pro-
vides Internet access to other devices on the network by connecting through Ethernet/PNA adapt-
ers that plug into existing telephone lines. In each of the different areas of the home an Ethernet/
PNA adapter is plugged into a phone outlet and Ethernet is connected to networked devices. Three
different areas of the home are shown connected to the PNA network — Area 1 with a set of wired
devices, Area 2 with devices connected through a wired hub, and Area 3 where a wireless access
point serves wireless clients in that area of the house.

Telephone line networking is extremely convenient. You can connect up to the telephone line
directly from a telephone network interface or through an Ethernet-to-telephone connector or
bridge. It doesn’t matter what kind of phone service you have; telephone networking uses the tele-
phone wires as its physical medium and works regardless of the phone service type. However, the
phone lines used must be on the same circuit. If you have an additional phone line or lines
installed, you will need to use one of those lines for each of your network connections.
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FIGURE 10.1

HomePNA allows you to connect your network using standard telephone lines without any additional
modification needed.
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A current generation of home phone networking products is organized around the HomePNA 3.1
standard, created by the HomePNA (Home Phone Networking Alliance) industry alliance (www .
homepna . org) that delivers IP services such data, VoIP, and IPTV (the so-called “triple play ser-
vices” shown in Figure 10.2) over existing coaxial cables and telephone lines. The International
Telephone Union (ITU) G.9953 standard, ratified in January 2007, is based on HomePNA 3.1.

In Figure 10.2 a graph of power versus frequency for signals traveling over a phone line is shown.
HomePNA networking supports triple play networking because it is able to support different tech-
nologies such as telephone signals (a narrowband service) as well as DSL and Ethernet over dis-
tinctly different frequencies. The signals carried over the same physical medium do not interfere
with one another.
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FIGURE 10.2

Phone networking separates voice, Internet, and home network traffic into three distinct bands over the
same wire.
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The HomePNA standard is based on work done at Broadcom and Copper Solutions. Broadcom
sells the two custom ASIC chip sets needed to communicate with other devices as part of the core
reference architecture. The Broadcom MC4100 analog front-end is a transceiver or digital-analog
converter that converts signals sent to or received from the phone line, and the Broadcom
BCM4210 PCI/MSI controller chip sends data to or reconstructs the data at the transceiver.
HomePNA uses Frequency Division Multiplexing (FDM) to send signals over the same two wires
that a phone service uses.

Connections are made from an RJ-11 wall jack to computer systems that are equipped with a
HomePNA network adapter. This adapter takes the form of an add-in PCI or PC Card, or a USB
device. Connections can be up to 1,000 feet, and up to 50 devices are supported. HomePNA states
that the building can be no bigger than 10,000 square feet (929 square meters). Version 3.1 has a
projected throughput of up to 320 Mbps over coaxial cable, with current devices offering up to
128 Mbits/s. HomePNA is mainly aimed at ISPs and telephone companies, as it allows remote
management and diagnostics, QoS, and features such as unified billing. HomePNA claims that the
system is compatible with 99 percent of the homes in the United States. In instances where tele-
phones or fax machines generate too much noise, those devices should be connected to a low-pass
filter, just as you would for any DSL connection.

Among the products tested and certified are set-top boxes, ADSL and VDSL residential gateways,
Ethernet-HomePNA 3.1 bridges, and residential gateways with a Wi-Fi access point included. You
can find the current list of certified products at the following Web page, with links to their manu-
facturers: www . homepna .org/en/certification/member_products.asp.
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Power over Ethernet

Power over Ethernet (PoE) connects devices over Ethernet, and provides both data and power
from one device, called the Power Sourcing Device (PSD), to the other device, called the Power
Device (PD). This makes the PD mobile as it can be plugged into an Ethernet port without requir-
ing a nearby power socket. This technology was developed at Cisco and first released in 2000 as
“inline power.” PoE’s primary goal was to create a technology that would make it easy to use IP
telephony devices, wireless access points, Web cams, and other appliances wherever a network
exists.

PoE became an IEEE standard with the release of the IEEE 802.3-2005 (802.3af) specification, and
nearly all devices made since that time conform to this standard. The part of that standard relating
to PoE is referred to as 802.3af. PoE devices span a range, from simple wall plug adapters that con-
nect a power outlet to one or two Ethernet RJ-45 connections up to Enterprise-level switches that
can be connected through up to 48 PoE Ethernet cables to devices or systems. PoE relies on the
wiring that most likely already exists in place in homes and buildings. No power main voltages are
exposed. Should a building suffer a power outage, the PSD can be kept active by being backed up
by a UPS (uninterruptible power supply) and connections will remain active. PoE connected
devices can be moved to any networkable location, and in the case of wireless LANs, this makes it
easy to reconfigure your Wi-Fi network’s coverage.

The 802.3af standard transfers data and power over the two unused pairs of the four wire pairs in
CAT3/CAT 5e wiring. PSDs and PDs can be run over either the signal pair or the spare pair of the
Ethernet cable, but not both. Any connection can use one of these two configurations, supplying
13W of power with a voltage at 48V. Figure 10.3 shows these two different configurations, one
sending power over spare pins and the other showing power over data pins.

sends a small voltage over each of the Ethernet cables and detects the 25k ohm resister that is pres-
ent in the transmitter (TX) and receiver (RX) of the PD. When detected, the entire 48V is then sent
down that wire with a signal. At first, the current to the PD is limited, and when the discovery pro-
cess is completed, full power is applied. As part of the discovery process, developers can include a

negotiation that sets the amount of current that the PD supplies.

HomePlug Powerline

HomePlug devices use the power lines in a building to connect Ethernet devices together, sending
data over the power lines. Depending upon the modulation in use, the throughput for this technol-
ogy is between 1.0 Mbits/s and 13.8 Mbits/s. There are two versions of the HomePlug standard:
HomePlug 1.0 and HomePlug AV. HomePlug AV is meant to support audio-visual applications
such as HDTV over the network and achieves speeds of 200 Mbits/s.
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FIGURE 10.3

The two different configurations possible with Power over Ethernet
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Note

PoE connected devices can be managed through SNMP (Simple Network Management Protocol),
and remotely restarted or turned off. While in discovery, the PSE (power sourcing equipment)
HomePlug is based on the HomePlug Powerline Alliance’s specification, and not on the 802.3af
standard. The IEEE is developing a standard called IEEE P1901 that may unite HomePlug’s tech-
nology with its competitors, which include Panasonic and the Universal Powerline Association.

Figure 10.4 shows how Powerline networks can be used to connect different areas of the home
together. The technology for Powerline uses an identical topology shown previously for HomePNA
networks. A HomePlug router connects the Internet to the powerlines in your home or building over
an Ethernet connection using Powerline Ethernet Bridge devices that are plugged into a power outlet.
Each area of the home is connected to the network using another Powerline Ethernet Bridge.

Powerline uses network routers, bridges, and other adapters to connect areas with different needs. A
typical arrangement plugs a wall socket adapter into the electrical outlets of a home and connects that
wall plug through USB or Ethernet to the devices that are part of the network. Wireless access points
are sold using Powerline technology. This type of home network connectivity is relatively new. Look
for the next generation of Powerline devices that run at the faster network speeds. Also, you should
be aware that older home wiring can limit the use of Powerline, and that the technology is sensitive
to interference. Fither test your wiring or ensure that if these adapters don’t work in your home net-
work that you can return or replace them with different models before purchasing.

The fact that you can send data over power lines is quite amazing, as power lines are full of ran-
dom noise and fluctuating conditions. The loads at each connection have different impedances,
and the conductors often vary from place to place. A power line signal’s amplitude and phase can
vary with frequency, often dramatically, so that some frequencies are attenuated dramatically while
others are not attenuated at all. Channel conditions can also change with time, depending upon
the load being driven through the line. Many devices also create interference on a power line.
Halogen lights, brush motors, and switching devices put oscillations or spikes into the line at dif-
ferent places that can mask signals.

HomePlug adapters must be plugged directly into the socket. Plugging them into a power strip interferes with
the RF signal transmission.
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HomePlug modulation

HomePlug uses a transmission technology called Orthogonal Frequency Division Multiplexing
(OFDM). It is the same technology used in DSL, wireless TV, and Wi-Fi 802.11a and 802.11g
networking.

OFDM creates data channels by slicing up the spectrum into narrow bands, which for HomePlug is a
set of 84 equally spaced subcarrier bands centered between 4.5 MHz and 21 MHz. The signal is sent
through several adjacent channels so that the subcarriers overlap and are orthogonal to one another.

Different modulation techniques are used; for HomePlug, it is mainly DBPSK (Differential Binary
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Phase-Shift Keying) and DQPSK (Differential Quadrature Phase-Shift Keying). Each channel’s signal
strength should drop off as a constant to a set of flat and fading channels. From the strengths of parts
of the signal, the whole signal can be determined, without the use of electronic equalization to restore
the signal shape. It can be restored mathematically using forward error correction and data interleav-
ing. Forward error correction (FEC) is a method for sending redundant data in a transmission to pro-
vide an error check that the data received is correct. Data interleaving is a technique that sends data
over a variable time period so that adjacent errors in the data stream may be corrected.

FIGURE 10.4

A Powerline network connecting three different areas of the home
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Because the power line conditions vary at different locations, the HomePlug technology measures
the transfer rates of individual subchannels and turns off any subchannels that are heavily attenu-
ated or impaired, a process that is called Tone Allocation. Depending upon the characteristics of the
connection, different modulations such as DBPSK 1/2, DQPSK 1/2, and DQPSK 3/4 can be chosen,
and that, combined with Forward Error Correction, greatly lowers the transfer error rate. This
technology is called channel adaptation, and it is essentially a link optimization technology.

Because a link is essentially point to point, different techniques need to be applied when using
HomePlug for broadcast transmissions. What is done in this case is to use the DBPSK modulation,
send multiple copies of each bit down the wire at different times and at different frequencies, and
apply error correction to all of that data, which HomePlug calls ROBO modulation. The structure
of the frames that are sent is also modified for the channel adaptation done in ROBO.

Frames and sequences

The HomePlug Medium Access Control (MAC) protocol is based on the Ethernet IEEE 802.3 frames,
both of which are long frame formats, which is why there is a high compatibility between HomePlug
and Ethernet networks, with little additional processing required. HomePlug's MAC encrypts the
frames entering HomePlug devices from Ethernet networks, and appends them to the HomePlug
header before they are sent over power line connections. HomePlug frames are then sent to the
receiving device. The receiving device reassembles the segmented frames and then decrypts the data
before sending it on. If the Ethernet frame is encrypted (with IPsec, for example) before it enters the
power line connection, it remains encrypted when it leaves the receiving device.

HomePlug uses both a messaging frame that is called Short Frame, and the Long Frame for data
encapsulation that was described in the previous paragraph. The structure of these two frames is
illustrated in Figure 10.5. Message frames are used to indicate whether frames have arrived cor-
rectly, whether data needs to be retransmitted, and for other purposes. Long frames contain start of
frame and end of frame sections with a number of control fields. Since frames must be a sandard
size, data is padded (PAD) to length. The FCS field contains error correction data.

The Short Frame is used to initiate a Stop and Wait automatic repeat, or ARQ, which is used to get
the transmitting device to resend data that did not pass its error correction validation. Short
Frames use a Response Delimiter, which has a Preamble and Frame Control information field. The
Preamble is a spread spectrum signal, which signals the start of the delimiter. Frame Control infor-
mation encoded in HomePlug’s Turbo Product Code is used to allow detection of this message at
very low amplitude, several dB below the ambient noise according to their specification. The Long
Frame’s Payload (data) is also indicated through the use of this special delimiter field, and the
encoding can vary, based on the channel adaptation method used.

As is common for 802.3 frame types, the first 17 bytes of the Frame Header contain the source
address, the destination address, and the segmentation number to be used for sequencing the
frames. The reason that the very first bytes have addressing in them is that even if part of the frame
is corrupted, the first bytes provide the means to send a message back for the frame to be resent.
The payload is padded (PAD) to bring it to standard length. FCS is the Frame Control Sequence
used.
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FIGURE 10.5

Long and short HomePlug frames

Long Frames

—+— START OF FRAME —+——PAYLOAD (20 - 160 OFDM symbols)——+——END OF FRAME—-

FRAME | FRAME FRAME
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Short Frames

+RESPONSE DELIMETER+

FRAME

PREAMBLE CONTROL

25 bits
4 symbols

As frames are sent over a power line, a form of Carrier Sense Multiple Access with Collision
Avoidance (CSMA/CA) is used to provide traffic flow control and lower the collision rate. CSMA/
CA listens using both Physical Carrier Sense (PCS) and Virtual Carrier Sense (VCS) for an idle
period before transmitting additional frames, with HomePlug providing a prioritization scheme
along with a resolution mechanism. PCS is a Physical layer protocol used to detect the preamble.
VCS is a MAC layer protocol and uses the information in the delimiter to determine the following:

e Start of Frame delimiter. The type of response required, frame length, priority, and tone
map index or channel adaptation used to send it.

® End of Frame delimiter. The type of response required and the priority.

® Response delimiter. A response (Resp) can require an ACK (acknowledgment), NACK
(negative acknowledgment), or FAIL response (negative acknowledgment due to
resources), and also includes the priority of the preceding frame.

Priority resolution is based on assigned user priorities for application classes, and has a backoff
algorithm that detects contention and lowers priorities appropriately. This system allows
HomePlug to offer several different Quality of Service features that support streaming applications
such as VoIP, multimedia, and other technologies.
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Security

Each device comes with a label showing the master password given to it by the manufacturer; that
password provides access to create other passwords. To access the encryption features of a
HomePlug device, you need to install the software that came with that device. Most of these
devices come with software for Windows. If you are using a Macintosh or Linux computer, check
to see if this software is available for your operating system, or is browser based.

The security scheme used is based on a 56-bit Data Encryption Standard (56-bit DES) technology.
A HomePlug station (the connection endpoint) stores a table with encryption keys and the
Encryption Key Select (EKS) values used to encrypt frames. EKS is an index value used to identify
an encryption key; the EKS value is stored inside the frame header and used by the receiving sta-
tion for key selection for the decryption. For each network, an individual shared Network
Encryption Key is used and an associated EKS is on every station in the network.

Note that the optimization of the channel selection done in channel adaptation provides an addi-
tional level of security.

Home Network Servers

Home network servers are created to serve the needs of small networks of users in a residential envi-
ronment. Home servers are engineered to be easy to use and to support a range of functions needed
for networks of this type. The small number of computers on a home network means that the hard-
ware needs of a home server are usually modest. Many people turn older computers into home serv-
ers, and many vendors use older or more limited versions of the network server operating systems as
the basis for a home server. The Microsoft Windows Home Server is based on the Windows Server
2003 operating system, has some administrative features turned off, and comes with a number of
wizards included to make configuration easier. Many home servers are sold as appliances, and are
based on Linux distributions or BSD UNIX.

Many home servers include the following elements:

® Network addressing services such as DHCP and DNS
e Firewall or proxy services for Internet connections

® Web servers for use by computers on the network for an intranet, and in rarer instances,
for Internet use
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® Resource sharing of storage (file sharing), printers, and other peripherals
® Remote access capabilities that allow users to connect from outside

® Media streaming capabilities for audio/visual files

® An e-mail or instant messaging (IM) server

® Network security

® Application software for the home, such as group calendars, to-do lists, and more

As a category, home servers have had only a very tiny impact on the market. In the two years that
Microsoft Home Server (www.microsoft.com/windows/products/winfamily/windows
homeserver/default.mspx) has been available, it is estimated that less than 100,000 home
servers have been sold.

Over the past decade, several home server appliances have appeared in the marketplace, none of
which has fared as well as Microsoft Home Server. One example of a home server appliance is the
Toshiba Magnia, which was released in 2001 and based on Red Hat Linux. This appliance pro-
vided a browser administrative interface, DHCP, DNS, FTP, a Web server, print server, firewall, fil-
tering, and Web caching, all in a package the size of a laptop. Some other examples of appliances
in this category were the Sun Cobalt Qube, EmergeCore Network’s IT-100, Mirra Personal Server,
Greencomputer Innovation’s PowerElf II, IOGEAR BOSS, Tritton Technologies ASAP, and Chili
Systems ChiliBox; all were aimed at the Small Office Home Office (SOHO) market. Of this list,
only the IT-100 is still available.

The idea of having a home server on your network makes sense, even if it hasn’t been a market
success. It may well be that people who are technically inclined simply opt for standard versions of
networked server operating systems such as Windows Server, Solaris, Red Hat Linux, or something
else. Still that doesn’t stop people from trying to introduce new products in this area. One group of
Ubuntu devotees have gotten together to start a Ubuntu Home Server project (www . ubuntuhome
server .org), but this project is still in development. Other rumors I've read are that Apple is
developing a competitor for the Microsoft Home Server, but one never knows with Apple.

As it stands now, Microsoft Home Server is the only real game in town, and it is certainly worth
considering if you are interested in centralized home network services. Home Server is a very
smooth product, and over 60 third-party products have been built to support it. Just the network
backup service, mirroring, and the ability to aggregate all of the disks it can see make this product
a worthwhile investment for any home network of four computers or more. HP, Acer, Shuttle, and
Via all offer Windows Home Server appliances. Figure 10.6 shows the Microsoft Home Server stor-
age console.
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FIGURE 10.6

Microsoft Home Server uses any disk it can find for storage.

(® Windows Home Server Console: cuiEl

] (1
S
Computers User Shared Server Networl
& Backup Accounts Folders Storage calthy @ setings @ Help

© .
E } ) & Windows Home Server

+ L' *XER

Name Capacity Location Status 5 Server Storage
Storage Hard Drives 3 =

Total Size: 344.65 GB

E ., FABRIKAM 25000 112.82GB Inkernal (SATA) O Healthy
Free Space: 146.31 GB

1 FABRIKAM 25001 112,82 GB Inkernal (SATA) ©  Healhy

.j FABRIKAM 96000 119.01 GB External (LSE) @ Healthy

20%
5%
42%

[0 Shared Folders (71 GB)
[ Duplication (54 GB)

[ PC Backups (43 GE}
[0 System (20 GB)

[ Free Space (146 GB)

Summary

In this chapter, home networks were described, and their common features were listed. Home networks
let you share resources, which is a great savings of time and money. Usually home networks use differ-
ent technologies mixed together for maximum convenience, and minimum cost and complexity.

This chapter focused on two essential home network problems: how to connect to the Internet and
how to bridge different areas of your home together. Ethernet, HomePNA, and HomePlug net-
working were described. Wi-Fi was briefly described.

In the next chapter, peer-to-peer networking technologies are described. This category of networks
also includes networks based on different computer bus standards.
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Networks and
Personal LANs

small number of users and/or cover a small physical area. In this
chapter, you look at several different technologies that implement
networks of this type.

Personal Local Area Networks, or pLANSs, are networks that have a

You also examine peer-to-peer (P2P) networks. A workgroup is an example
of a P2P network that is composed of a dozen or less members. P2P net-
works can also be created by distributed applications. For a system to be
P2P, all nodes must be both client and server; there is no central network
management or services, and no routing function exists.

Peer-to-peer networks exist in many types. A pure P2P network is one that
has no central service of any kind. A hybrid P2P may have a central index or
lookup function, but the peers perform all of the data sharing between
themselves.

In this chapter, you examine some of the more famous examples of P2P net-
works and the impact that they have had on network application architec-
ture. Among the examples you look at are the pure P2P Gnutella and Freenet
file sharing systems that use peer-to-peer discovery and an ad hoc mecha-
nism to retrieve data. Napster and BitTorrent are given as examples of hybrid
P2P systems.

The security and anonymity afforded by friend-to-friend (F2F) networks are
considered.

Some computer buses play the role of personal networks. The three that are
examined from a network and architecture viewpoint are the Universal Serial
Bus (USB), FireWire (IEEE 1394), and Bluetooth. USB uses a tree structure,
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FireWire uses a daisy chain, and Bluetooth relies on an ad hoc form of networking called a piconet
or scatternet.

Peer-to-Peer Networks

A peer-to-peer (P2P) network is one in which all nodes can be a client and a server, as well as have
direct connections to one another; it is also a network on which there is no central point of man-

agement. The term is applied equally to a network of computers that share a common LAN, as well
as to distributed software applications sharing resources across a LAN, or more frequently a WAN.

Peer-to-peer networking’s prime attraction is that it can share distributed resources, thus avoiding
duplication and additional cost. One or more computers can share files, printers, optical drives,
and other resources. Distributed software can make vast amounts of data ubiquitous or can allow
projects with enormous processing requirements to be accomplished on many computers.

The first personal computer networks were P2P networks. The first personal computer to ship with
P2P networking was the Macintosh Plus in 1984. For Microsoft Windows, the first networked ver-
sion, released in October 1992, was called Microsoft Windows for Workgroups 3.11. WfW, as it
was then abbreviated, used SMB (Server Message Block) Application layer file sharing, NetBIOS
Session layer identification, and NBF/IPX (NetBIOS Frames and Internetwork Packet Exchange) as
the Transport layer protocols. WEW’s network program was VSHARE.386, which was a virtual
device driver that performed file locking. For most networks of any size, the introduction of low-
cost networked operating systems such as Windows NT has made P2P networks mainly a small
office or home technology.

Peer-to-peer networking lives on in Windows in each of its desktop versions as the “workgroup
feature,” although the protocols and capabilities have changed radically over the years.
Workgroups usually begin to have performance issues when they reach anywhere between 12 and
20 connections. For Windows XP and Vista, Microsoft has set a connection limit of 10, although
this is an artificial limit.

When you log into a Windows workgroup, your security is maintained by your local system, and
your files are local. The resources that you publish on the network are referred to as shares, and an
administrator on a peer can set the security for that resource based on users and groups. This
arrangement isn’t nearly as secure as having a central authority managing security, and most net-
works that need security move to a client/server network, preferably with a directory service
installed. The options that you have in a Windows workgroup, for example, are limited compared
to a domain.

However, a server adds significant cost and complexity, which is why there are still a lot of work-
groups in use. It can be argued that the lack of security, poor performance, and distributed man-
agement, as well as lack of central resource protection, make P2P a more expensive technology
over the lifetime of the network; however, workgroups definitely have a lower barrier to entry.
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Software can also be distributed using a peer-to-peer model. In this model, all nodes that have the
software installed are peers and can see all other peers. In the sections that follow, you will see the
different types of peer-to-peer networks, with examples of some of the better-known products in
that area.

Peer-to-peer software has had a tremendous impact on the architecture of modern software. This
kind of software can make vast amounts of data available, often for an insignificant price. In some
instances, peer-to-peer software can be assembled in a common task into a powerful distributed
network that can perform the work of a supercomputer such as solving complex protein folding
problems, looking for aliens in outer space, and other computationally intensive tasks.

Pure P2P networks

Pure P2P networks are those in which all network services are provided on a peer-to-peer basis.
For a network to be considered a pure peer-to-peer system, it must have the following traits:

® All peers are both clients and servers.

There are no network servers available.

Clients can manage their own services; there is no central management console.

There is no router function; every peer can see every other peer.

A Windows workgroup is an example of a pure P2P model system. There are also some applica-
tions that use the pure P2P model. Applications that use this model tend to be file and content
transfer utilities, streaming media, IRC chats, and telephony.

Small world networks

A small world network is one where most of the nodes on a network aren’t nearest neighbors, but
in which any node on the network can connect to any other node through at least one, and usually
more, paths. These types of networks can be analyzed by graph theory, and they form the basis for
a wide variety of systems, including social systems and computer networks. The theory that every-
one is related by no more than six degrees of separation, commonly referred to as the Kevin Bacon
theory, is an example of a small world network. Short-term memory is known to use a small world
network of neurons. Pure P2P networks are another example of this network type.

A totally randomized small world network has the smallest average “shortest paths.” Most small
world networks are not random and tend to form higher-traffic paths among a group of nodes.
Also, there is usually at least one short path that connects any pair of nodes. Small world networks
are populated with a large number of hubs, which are nodes of high connectivity; and a much
smaller number of edge nodes. When a small world network has a higher number of hubs than
you might expect, this is called a fat-tailed distribution.

Gnutella

Perhaps the best-known pure P2P application is the popular Internet file sharing system called
Gnutella. The name comes from the developers’ love of the hazelnut-and-chocolate spread called
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Nutella and their intent to release the software under the GNU general license. Gnutella was
released to circumvent some of the problems that Napster was experiencing. (Napster is discussed
later in this chapter.) Gnutella is a system that allows peers to view files on other peers’ computers
without the need for a central database.

There are many systems that use Gnutella, as well as a large number of Gnutella clients for all
available platforms. The most popular clients include BearShare, Gnucleus, LimeWire, Morpheus,
WinMX, and XoloX.

When you launch a Gnutella client, it first searches for one or more available peers. Sometimes the
software comes with a listing of possible peers, and other times the client is configured to consult a
Web cache. In early versions of Gnutella, the client first searches for another peer, and will con-
tinue to look for more clients up to a small limit that is usually around five systems. Each node also
has five known peers so that when a request for a file goes out, the request can be forwarded to all
peers within seven hops of the first peer, within the limit of the request’s Time to Live (TTL)
parameter. This fan-out can connect to up to 78,125 systems if necessary. Any systems that
respond to the recognition ping by the first peer with a pong are listed in a table that is stored by
the Gnutella client for later use.

Figure 11.1 shows Gnutella’s very simple but effective pure P2P architecture. The figure shows that
the system is a tree structure that fans out seven levels deep. A message can travel up to seven
hops, illustrated by the dark tree shown on the left-hand side of the figure. The other trees and the
ellipsis symbols illustrate that the actual network fans out to accommodate the additional levels.
Space precludes showing all of the nodes. All of the peers in this figure are connected.

Some programs that use Gnutella use a system of leaf nodes that connect to three ultrapeers. Each
of these ultrapeers can connect to 32 more ultrapeers. Up to four hops are allowed. The fan-out for
this system is enormous; I calculate it as 4.38 x 1048. Peers use the Query Routing Protocol to
exchange a Query Routing Table (QRT) containing hash values, and at the ultrapeer level, those
peers merge the tables together. The query from a client travels down the chain until a hash value
matches, at which point the peer that was responsible for the hash entry is contacted for a file
match.

Once a match is located, the requesting peer contacts the peer with the content and they negotiate
the file transfer. If the content peer is behind a firewall and can’t respond to a request to transfer
the file to the system outside the firewall (a pull request), then the requesting system sends a mes-
sage asking the content peer inside the firewall to initiate the transfer (a push request). If that still
doesn’t work, then a push proxy (often the ultrapeer) is used as an intermediary.

Gnutella makes no requirements about the types of files that can be shared. It also isn't easy to trap
Gnutella requests because they are ad hoc and the links can be transient. The distributed nature of
the system and the lack of a central authoritative database also mean that it suffers from fewer per-
formance problems and bottlenecks.
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FIGURE 11.1

The Gnutella file sharing system uses a pure P2P hierarchical structure for queries and data transfers.

\ .
Requesting Peer

Note

The file sharing system Kazaa uses a system of pure P2P fan-out similar to the one that Gnutella uses.

Freenet

Another example of a pure P2P system is the open source project called Freenet that is available
under the GNU license. Freenet uses a key-based routing protocol in place of the distributed hash
tables that Gnutella uses. The algorithm examines the keys and connects to those nodes that are
closest to the requesting system or connecting peer. A key is a hash function that is based either on
content or location; Freenet uses both.

Unlike other P2P systems, Freenet creates a distributed storage system or cache and populates that
cache with content. Typically a peer donates about 10GB to the system. The act of adding a file or
Web page to the cache is called insertion. The user does not control what is stored in his cache.
Varieties of Freenet are Darknet, where users are connected to a selected number of trusted users
or networks, and OpenNet, where no restrictions are made. Darknet can still fan out to fantasti-
cally large limits but must retain their trusted connections. Freenet is still under development but
exists in stable forms that are in use.
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Hybrid P2P systems

A hybrid peer-to-peer network is one where clients are peers but some central services still exist.
Hybrid P2P networks are widely used for distributed Internet applications, and have played a large
role in popularizing these types of networks.

Peer-to-peer networks that are created by links in which any two nodes know about the existence
of their peer before they form the connection are called structured networks. The hybrid P2P file
sharing networks that follow, Napster and Torrents, are examples of this type of network. A struc-
tured network requires some kind of global protocol for maintaining pointers to content and sys-
tems. Many P2P networks store this information in a distributed hash table (DHT) of some kind.

Napster

The music sharing service Napster started out as a P2P network designed by Shawn Fanning while
he was a student at Northeastern University. His system created a central server on which the loca-
tions of MP3 songs were indexed and stored in a central database. This music was distributed on
client system file shares, and when you selected a song from the database your file transfer was
from its location on a peer client to your system. The software was commercialized and the com-
pany took Shawn’s nickname, Napster, which came from his *50s-styled hairdo.

Napster became wildly popular and led to rampant music sharing, which became the object of a
music industry lawsuit that argued copyright infringement. At its peak in February 2001, Napster
had 24 million unique users worldwide. Napster’s argument was that they were simply a listing
service and that the act of file copying was done without their permission. Eventually the service
was closed by court order.

The company’s logo and brand were purchased and repositioned as a pay-for-download service,
first by Roxio, and then in 2008 by the Best Buy retail chain. It has never recaptured its former
level of usage. However, Napster did illustrate to everyone how powerful a hybrid P2P architecture
can be. Today there are many companies, particularly on the Internet, that use this model.

Torrents

BitTorrent is a hybrid P2P file sharing protocol developed using the Napster model. The protocol
is widely used and, according to a number of studies, represents a significant percentage of current
Internet traffic worldwide. The site isoHunt.com maintains a BitTorrent search engine that cur-
rently has a million indexed torrents listed. In 2008, isoHunt was able to document more than 1
petabyte of torrent traffic. Other popular torrent indexes are TorrentBox, and isoHunt.com. The
BitTorrent protocol was developed by Bram Cohen and is made available by his company,
BitTorrent.

There are numerous BitTorrent clients that you can download. The site About.com has a listing
that ranks their users’ top seven client software applications. They are:

1. mTorrent (www.utorrent.com), shown in Figure 11.2

2. BitComet (www.bitcomet.com)
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. ABC (pingpong-abc.sourceforge.net)
BitLord (www.dailysofts.com/program/907/29391/Bitlord.html)

Vuze (www.vuze.com)

S U1 AW

. The original BitTorrent client (www.bittorrent.com)

FIGURE 11.2

mTorrent is currently the most popular BitTorrent client. The peer list view appears in the lower half of the
application window.
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When a client wants to share a file, the software creates a .TORRENT file that contains information
about the file and about the server that will store the metadata pointing to the file. That .TORRENT
file is then transferred to the Torrent server, which is called the tracker, where it is indexed in a
database. The second client comes along and queries the server for the file to learn about its loca-
tion. After the .TORRENT file is transferred to the second computer so that the location of the file is
known, the peer-to-peer transfer of the file begins. The first client with the file is the initial seeder,
and any client that provides a complete copy of the file is also called a seeder.

Eventually any file of interest is populated to many clients, often geographically dispersed clients.
It no longer becomes necessary to download the entire file from a single client, and so the
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.TORRENT file directs the client to download pieces of the file from multiple clients. Multiple cli-
ents sharing a torrent are referred to as a swarm. This helps distribute the load off of any one sys-
tem. Figure 11.3 shows the P2P architecture that BitTorrent uses and illustrates the steps that
BitTorrent follows:

Client to Tracker: Which computers have the movie file or pieces of it?

Tracker to Client: You can find the pieces here.

Tracker to Swarm: Send and receive file pieces from the client.

Seeds to Client: File is on the way.

o1 koW

Swarm to Client: Here are some of your missing pieces.

FIGURE 11.3

The BitTorrent architecture

+Swarm—+

In Figure 11.3 the different steps shown in the previous list are illustrated. A streamed file, which
in the figure is represented by a movie reel above the computer, is stored on the seed system as a
complete file with all of its constituent frames (represented in black). Peers in the system only have
a subset of the frames, as illustrated by the missing frames (represented in white) in the movie reel.
As the BitTorrent sends the movie to the client system, the peers send their portions of the movie
to the client, eventually resulting in the entire movie file being transferred.

You can imagine that this technology doesn’t make the entertainment industry very happy, to say
the least. Nor is it popular with ISPs because it was estimated by CachelLogic (an Internet traffic

262



Chapter 11: Peer-to-Peer Networks and Personal LANs

analyst firm in Cambridge, England in 2005) that BitTorrent accounts for 35 percent of all Internet
traffic. Many ISPs use packet-shaping tools to sniff traffic and filter out BitTorrent packets.

If BitTorrent used a single well-known port, then it would be easy for providers to simply block
that port. However, BitTorrent doesn’t use port 80, which browsers use for HTTP data. Instead,
BitTorrent breaks up the data and uses a few TCP ports to download data in a random or least-
used sequence. This approach makes the torrent more efficient and harder to block; however, it
adds extra overhead (particularly at the start of the torrent) as those multiple torrents are estab-
lished. The protocol doesn’t yet support streamed content because of this fragmented download
approach.

The BitTorrent system breaks files up into a set of equal slices up to 4MB in size. To each piece is
added a checksum, which is checked upon arrival and resequencing. BitTorrent has a number of
competitors; some use a metadata server called a tracker, while others don’t. In the trackerless ser-
vices, the peer clients distribute the metadata amongst themselves. Trackerless systems are pure
P2P systems, and not a hybrid like BitTorrent is.

BitTorrent by itself is not illegal. It is simply a method for sharing files. It is up to the application
that uses BitTorrent to police itself. The BitTorrent company has licensed the software to many
multimedia companies for use in distributing their own copyrighted content. The popular World
of Warcraft massive multiplayer online game is a torrent service. There are also efforts underway to
incorporate RSS feeds and podcasts into BitTorrents in order to share the cost of distributing these
media types.

BitTorrent sites offer tremendous services, both legal and illegal. That aside, there are some aspects of
these sites that you should be aware of. When you use BitTorrent, your system’s address is known
and you can be tracked either as a seeder (the one that does the seeding) or as a seedee (the one that
receives the seeds). BitTorrent is also a bandwidth hog and requires a broadband connection.

To discourage people who download files but don’t allow their computer to be a seeder, called
leeches, the BitTorrent system can monitor the share ratio. If a peer has a ratio of less than 1 bit
downloaded for every bit shared, it can withhold the final seed or take another action. To throttle a
client is to “choke” them. A lurker is someone who downloads files but does not add any new con-
tent to the system. Lurkers do seed the system with the content that they download.

Given the flood of data stored in torrent systems, it is impossible for these services to monitor
content. It’s not uncommon for malicious users to upload files with nasty business in them. So
be sure that you trust the sites you download from if you use this technology, and test any files
appropriately.

In honor of September 19th, Talk Like a Pirate Day, it is difficult to leave the topic of P2P software
without mentioning those counter-culture heroes at The Pirate Bay. The Pirate Bay (thepiratebay.
org) is a Swedish Web site that is reportedly the world’s largest BitTorrent tracker and one of the
world’s top 100 visited Web sites. It is also one of the most contentious, and ultimately one of the
most amusing to follow. While current plans by the pirates to buy their own island nation seem to
have run aground, one never knows where the skull and crossbones will wave.
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Friend-to-Friend Networks

An anonymous peer-to-peer network is one in which the identification of the user is kept hidden.
Because peer-to-peer networking requires that nodes be able to connect to other peers, anonymity
requires that the peer be hidden in some manner. Most often, this is done through a routing technique.

There are many reasons that people use anonymous P2P networking. They may want to maintain
their privacy, prevent tracking, keep their information out of the public domain, avoid censorship,
or escape controversy. Whatever the reason, anonymous P2P is not only of interest to people but
to organizations and governments, as well.

The Freenet file sharing system that you read about is a popular one on which to implement anon-
ymous networking. When that network is an OpenNet network, all peers are seen by all other
peers. That type of network is difficult to be anonymous on. The Darknet network type is one
where only trusted links are allowed. Sometimes, this kind of network is called a friend-to-friend
(F2F) network.

F2F networks authenticate their links using passwords or digital signatures. An F2F network can
be more secure because the link is protected cryptographically, and the link’s bandwidth can be

controlled and protected. However, an F2F link requires extra setup and perhaps teardown, and
may not be available when it is needed.

Consider the situation where you have three nodes connected by two F2F links. The middle node
is a friend of both endpoints, and no trust relationship exists between the endpoints. Data that is
sent from endpoint to endpoint can be hidden from each by the middle node. Networks of this
type can remove the original source’s IP address prior to sending the packets on to their destina-
tion. This makes the middle node essentially a proxy for both endpoints.

When you have a network where a link such as the one between endpoints appears to be a combi-
nation of one network link that is known and another that is unknown, this type of link is called
an overlay. An overlay network is one where it appears that one network is built on another net-
work. Nodes are connected by virtual links, often through multiple physical links. The use of dial-
up networking to connect through the phone company to the Internet is an example of an overlay.
Overlay is a common characteristic of peer-to-peer networks. Gnutella and Freenet are examples of
overlay P2P networks.

Bus Networking

A computer bus is a physical connection to peripheral devices. It is either something that is built into
a computer or that can be added to a computer through the use of an add-on card or a peripheral
device. The term computer bus used to imply that only a few devices were connected to that physical
subsystem. For example, the Small Computer System Interface, or SCSI, in its initial forms was
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limited to only 8 devices, of which the host was one. Later versions of SCSI could accommodate up
to 16 devices. However, most people populate SCSI buses with only a small handful of devices.

Several computer buses allow you to attach a large number of devices, or nodes. This makes them

the equivalent of a computer network, albeit one in which the whole network stack is contained in
the computer itself. The bus provides the physical layer, and any data linking or network software

is part of the bus driver software.

In the sections that follow, you'll look at three popular computer buses — the Universal Serial Bus
(USB), FireWire (IEEE 1394), and Bluetooth wireless networks — and consider how these stan-
dards enable networks that you could classify as Personal Local Area Networks (pLANSs).

Universal serial bus

The universal serial bus, or USB, is almost universally used for peripheral connections. After 1999,
you'd be hard-pressed to find a motherboard that didn’t support this bus standard. The USB serial
bus is theoretically capable of connecting up to 127 devices per host controller, although in prac-
tice the limit is quite a bit less than the address space allows. USB-IF, the USB Implementers
Forum (www.usb.org), is the industry group that develops the standard. USB has gone through
two major versions, 1.0 and 2.0; USB version 3.0 has been demonstrated and devices are expected
to be available at the end of 2009.

The main attraction of USB is that devices are hot swappable and offer plug-and-play ability. Hot-
swappable means that you can physically remove an active device and replace it with another
device while the system is running. The standard allows for powered and non-powered devices
and can be used to support input devices, output devices, network interfaces, and external expan-
sion cards. USB is a low-power bus and can trickle-charge, or slowly recharge, devices. A version
of the USB port called PoweredUSB adds an extra four pins to supply 6A at 5V, 12V, or 24 V to
devices. Any device that requires significant amounts of power requires its own power adapters.

A USB is controlled by a root host controller, which attaches to devices to create a pLAN with a
hierarchical star topology, as shown in Figure 11.4. In these topologies any device that connects to
two or more USB devices is a hub, the endpoints are USB devices, and the lines represent the indi-
vidual USB connection (wires). If you attach another USB host controller, you can create fan-out in
the bus structure with up to five levels allowed. Additional host controllers are called hubs. The
device limit of 127 applies to each host controller individually. Host controllers are found as chips
on a motherboard, add-in PCI cards, or in USB hubs. The technology is ubiquitous and inexpen-
sive, and so controllers are found on a wide variety of devices.

USB devices connect to the host controller using a set of logical channels that are called pipes.
Unlike computer networks, only the end of the pipe on the device side is referred to as an end-
point. Each device can create 32 active unidirectional pipes, with a limit of 16 pipes in and 16
pipes out. One endpoint, called endpoint zero, is reserved for device control, and any group of end-
points sharing a common purpose is referred to as a group.
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FIGURE 11.4

The tiered star shares elements of a daisy chain and star topologies.
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When you connect a device to the USB bus, the host controller gets a signal to poll devices on the
bus and enumerate them. The newly connected device is reset, and when it is recognized again, it
is configured and assigned a unique 7-bit address. On a serial bus, there is one data path, and so
device traffic is queued by device in a sequential (round robin) order.

USB host devices in USB 2.0 create what is called the Enhanced Host Controller Interface (EHCI).
The interface supports device classes that are supported in the operating system. This allows oper-
ating system vendors to create a generic set of drivers that work with a broad range of devices
automatically.

Version 2.0 supports the high-speed mode of 480 Mbits/s, as well as legacy 1.0 devices at the full
speed of 12 Mbits/s and at the low speed of 1.5 Mbits/s. Version 3.0 supports the super-speed rate
of 4.8 Gbits/s. These are speeds measured under favorable conditions; most current USB 2.0
devices attain about 65 percent of the rated speed. The USB cable is a twisted-pair wire supporting
half-duplex communication, which can be captured by USB protocol analyzers when diagnostic
work is being done.
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USB data is transmitted as frames that are in 8-bit multiples, and begin with a synchronization
header and end with a short end-of-packet signal. Communications begin with packets sent from
the host controller to devices. If this is the host controller at the highest level of the bus, then the
path is through the root hub. Devices respond to the host’s communication by returning hand-
shake packets that the host can acknowledge. Communication uses token, data (two types), and
pre-packet types. The USB network uses what has been called a “speak when spoken to” model,
with the host controller directing all communications.

USB cables have connectors that come in six varieties: Type A, Type B, Mini-A, Mini-B, Micro-A,
and Micro-B. Type A and B have four pins, while Mini-A and -B and Micro-A and -B have six pins.
There are both male and female connections. (The male plugs are shown in Figure 11.5.) You can
find cables that mix and match these connections. The B plugs are used on the device side. The
reason that these cables are usually two-sided is to prevent users from creating USB loops, which
would cause the bus to fail. The smaller mini plugs are used on small devices such as cell phones
and cameras. Micro-USB is meant to replace the mini plugs. USB 3.0 connectors will come in one
version that is similar to USB 2.0 Types A and B, and another with five pins. Optical cables and
connectors are expected to be released as part of the 3.0 standard.

FIGURE 11.5

USB male connector types
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Standard USB cables are limited to around 5m, or 16.4 feet, in length because longer distances lead
to unacceptable signal loss. It is possible to find repeaters that can boost signal strength, and using
them allows you to significantly increase the cable length. These repeaters are actually mini-USB
hubs connected to a USB cable. You can chain up to five USB hubs together and get an aggregate
distance of 30m. For USB version 3.0, the cables change significantly; they look like Ethernet
cables, are limited to 3m, and support full-duplex operation. You can find USB wireless hubs avail-
able from vendors, but they are proprietary. The USB-IF is currently working on an ultra-wide-
band wireless connection that should achieve rates of 480 Mbits/s.

FireWire

FireWire is the Apple brand name for the IEEE 1394 serial bus standard. IEEE 1394 provides a
high-speed alternative to USB 2.0, making it very popular for devices like digital scanners, digital
audio and video peripherals, and hard disks. As such, it has replaced SCSI as a more convenient
bus to work with and configure. While FireWire appears on many PC motherboards and can be
added on, this bus standard isn’t nearly as popular on PCs as it is on the Macintosh, where it was
introduced. Other implementations of IEEE 1394 are Sony i.LINK for digital video cameras and
Lynx from Texas Instruments.

The FireWire bus can link up to 63 devices in a hierarchical tree topology. In a tree, there is one
root node that takes the highest of the ID numbers. During a bus reset, devices on the bus are
assigned by a Depth First Search (DFS), with each device assigning itself an address. Figure 11.6
shows an example of this tree traversal algorithm. Notice that the longest limb is assigned first, and
then the algorithm moves backward up the tree. In this figure the search begins at the root node 1
and proceeds down the first branch 2 through 8 looking for a match. If no match is found, the
algorithm begins tracing each of the other branches sequentially from top to bottom in the order of
9 then 10 through 14, and finally ending at 15.

DFS was chosen as the enumeration technique because it is simpler to implement than a Breadth
First Search (BFS), and although it isn’t an optimized search technique, the small size of the IEEE
1394 bus allows for the use of DFS.

Devices on IEEE 1394 are peers and are hot swappable and self-configuring (plug and play).
FireWire enumerates devices based on their IEEE EUI-64 identification number, rather than using
IEEE’s 48-bit standard for Ethernet MAC addresses. The former is a superset of the latter, adding
additional information that identifies the device type and protocols.

FireWire has gone through several standards since 1995. The original FireWire 400 (IEEE 1394-
1995) and the enhanced version (IEEE 1394a-2000) are the most common device types. FireWire
400 allows for half-duplex communication at theoretical rates from 100 to 400 (5100 to S400)
Mbits/s over cables that can be up to 4.5m in length.
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FIGURE 11.6

The Depth First Search algorithm used to enumerate the FireWire bus
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Just as with USB, it is possible to extend the bus in a daisy chain up to a limit of 16 connections;
FireWire has a much higher power requirement than USB and requires active repeaters — essen-
tially FireWire hubs. The most common connection, a six-circuit FireWire 400 circuit, carries any-
where from 25 to 30 volts and allows a device to draw up to 8 watts from the circuit. This is
enough to power moderate peripheral devices such as scanners and printers, which is considered
to be an attractive feature to most users. Figure 11.7 shows the FireWire 400 connectors.
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FIGURE 11.7

Six- and four-pin FireWire 400 connectors
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The demand for FireWire has been a fraction of the demand for USB. USB 2.0 runs a little slower
than FireWire 400 due to a higher protocol overhead on USB. FireWire 800 runs at 3200 Mbits/s,
while USB high speed runs at 25 percent that speed, at 480 Mbits/s. However, speed isn’t the issue.
It would seem that the cost of the bus devices are part of the problem, as is the fact that FireWire
tends to be used for one or two powered devices. It is rare for a FireWire bus to be populated by
more devices than that. The USB industry grew faster, and now those devices are the dominant
peripheral bus or pLAN available.

FireWire has supported networks between computers using direct connections (peer-to-peer) or
when a FireWire hub is connected. Devices can use IP v.4 or IP v.6 addressing. Among the operat-
ing systems that support or supported FireWire networking are Mac OS X, Free BSD, Linux, and
Windows ME/2000/XP and Server 2003. Microsoft dropped FireWire network support in 2004.
Even Sony’s PlayStation 2, which first used an i. LINK connector for networking, has found that
most users have switched to Ethernet adapters.

To combat these trends, the last released standard, called FireWire S800T (IEEE 1394¢-2006),
which appeared in June 2007, offers Ethernet interoperability. The port speed is 800 Mbits/s over
twisted-pair Category 5e cable with RJ-45 connectors. This is the same cable used for Gigabit
Ethernet, and the standard allows both Ethernet and FireWire devices to be auto-recognized and
use that port. This standard, while quite intriguing, isn’t yet expressed in any products that you
can buy. If it can gain traction, it may make FireWire more attractive in the marketplace.

Bluetooth

Bluetooth is a personal wireless LAN technology that creates secure connections to devices within a
small distance. Bluetooth is best known for its use in cell phone connections to wireless headsets,
but the technology is also used in desktop printers, keyboards, PDAs, GPAs, bar code readers, and
other peripheral devices. Devices on a Bluetooth network can see and talk with other Bluetooth
devices. The Bluetooth standard is developed by the Bluetooth Special Interest Group (www.blue-
tooth.com).
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Note

Harald Bluetooth was a tenth-century Danish king who united much of Norway, Sweden, and Denmark —
three countries in close proximity.

The technology used for Bluetooth is similar to cellular phone technology; it is called frequency-
hopping spread spectrum. The technology uses the 2.45 GHz band in the United States and in
Europe. This band is considered to be an “open” band, and so many devices transmit on it. This is
the same frequency range used by the 802.11g wireless standard, many cell phones, and other
devices. Oddly enough, microwave ovens emit radiation in this frequency range, and they can
interrupt 802.11g phones as well as Bluetooth.

The exact range is 2400 to 2483.5 in the United States, which is split into 79 separate 1 MHz
channels. In Japan, the spread is 23 separate 1 MHz channels. Bluetooth uses a technique called
Gaussian Frequency-Shift Keying (GFSK) to make physical connections between devices with a
transfer rate of up to 1 Mbit/s.

Bluetooth devices contain transceivers that are categorized into three classes:

® (Class 1 — 100 mW with a range of 100m
® (Class 2 — 2.5 mW with a range of 10m

® (lass 3 — 1 mW, with a range of only 1m

These three standards are used by transceivers that are omni-directional wireless transmitters. The
low power output means that Bluetooth signals cannot travel through walls. Cell phones, by com-
parison, emit signals of over 3 watts. Connecting a device in a network class rated for a shorter-
range communication (such as a Class 2 device) to a longer-ranged device (Class 1, for example)
extends the range of the shorter-range device somewhat.

Connections

To create a Bluetooth network, called a piconet, you need to have a Bluetooth hub that has its own
transceiver. A piconet (see Figure 11.8) is defined as an ad hoc network of Bluetooth devices, both
active and passive. Generally, it is a network that is decentralized and on which any node will for-
ward data to any other nodes. The term scatternet has also been used to describe networks of this
type. Many laptops and some devices such as the Logitech diNovo keyboard come with a
Bluetooth hub built into them. You can also purchase Bluetooth hubs that plug into USB ports, are
PC cards (PCMCIA), or are PCI expansion cards. A Bluetooth network allows for only eight con-
nected peer devices.

Clients can join the network and leave the network at any time. Wireless networks are often cre-
ated as ad hoc networks. The task of defining connections is made dynamically using an adaptive
routing function.
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FIGURE 11.8

A Bluetooth piconet
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The network can be aware of up to 28-1, or 255 devices. A piconet or scatternet can have eight
devices, one master and seven slaves as indicated in Figure 11.8. A device can be a master in more
than one piconet, and devices can be both masters and slaves on two or more piconets. When reg-
istered devices are not active they are in the “parked” mode, indicated by devices marked P in
Figure 11.8. When a device is on, it initiates device discovery to see which devices are within com-
munication range. To connect to a network, a device must have a name, an address in the form
#i#t i #1 4 #4 ## (six number pairs), and a Bluetooth passkey (PIN). The passkey is a shared
secret password that the remote device provides, which can be used to cryptographically authenti-
cate each of the endpoints in the connection. This is a unique identification number that is pro-
vided by the manufacturer of the device at the time of fabrication and is dependent upon the
device category. That ID isn’t used as part of the Bluetooth handshake; the user-assigned friendly
name is used instead.
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Data is transferred over a Bluetooth network in the form of packets up to 2,745 bits in size. About
80 percent of these packets are the payload or data, and those remaining are used for the header
and for protocol settings. Communication begins when a device chooses one of the 79 random
channels and starts sending data. Channels switch every 625 microseconds, or at a rate of nearly
1,600 cycles per second. A packet can be sent on up to five different time slices. Should another
device pick the same channel, the error-checking routine recognizes that it is the wrong data and
has the devices retransmit the packets.

Because the chances for the first collision are 1 in 79 (1.3 percent), the chances for two or more
collisions are miniscule. The second collision would have 1 chance in 792 (0.016 percent), the
third would have 1 chance in 793 (0.000021 percent), and so forth. However, you can see how
much the odds change when the Bluetooth bus is fully populated with eight devices. Then the
odds would be 7 chances in 79 (8.9 percent), 7 in 792 (1.6 percent), and 7 in 793 (0.00014 per-
cent). It is the availability of frequency channels that limits the device count.

Bluetooth connections can be either full duplex or half duplex. In full duplex, a device can send
and receive, but in half duplex it can only do one or the other. Full-duplex devices, such as a
phone, transmit and receive voice at the rate of 64 Kbits/s. With that speed for a transfer rate, it is
possible to have multiline phones that support multiple conversations. A half-duplex Bluetooth
connection from a computer to a printer is much faster, up to 721 Kbits/s. When a computer-to-
printer connection uses two half-duplex channels, they both operate at up to 432 Kbits/s.

Bluetooth connections can be categorized as either Synchronous Connection Oriented (SCO) or
Asynchronous Connectionless Oriented (ACO). For the synchronous type (SCO) of Bluetooth con-
nection, a master-slave relationship is formed; one master device can connect with up to three
slave devices, with each connection having a data rate of 64 Kbits/s. These devices don’t experience
collisions during an exchange because the master device coordinates the channels that are used.
The asynchronous type of connection (ACO) allows the master device to connect with only one
slave, but still retains the property that the master initiates and manages all data that is exchanged.

Profiles

Bluetooth devices use a system of profiles to establish their device characteristics so that the net-
work provides the necessary services to them. Devices must transmit the name, class, a list of ser-
vices, features, manufacturer, clock offset, and the version of Bluetooth that the device uses upon
demand. Different profiles enable different protocols and contain information on the format of data
that can be exchanged, as well as what is required from devices that are managed by a different
profile. Perhaps the best way to think of a device profile is that it is a description of a Bluetooth
network interface.

There are around 28 profiles defined by the Bluetooth SIG, with an additional 4 that are at review
stage. As an example, let’s look briefly at a couple of the networking profiles. When you have an
older Bluetooth device that connects to a LAN, such as a Bluetooth hub, it might use the LAN
Access Profile, or LAP. LAP allows a device to connect to an IP network through any physical con-
nection. LAP specifies the use of the PPP over the RFCOMM (Radio Frequency Communications)
Bluetooth protocol.
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A more recent device might connect to the same network using the Personal Area Networking
(PAN) profile, which employs a different Network layer (OSI Level 3) protocol. Or perhaps you
have a laptop that connects to a network through a Bluetooth phone. In that instance, the profile
used would probably be the Dial-Up Networking (DUN) profile, which is similar to the Serial Port
Profile (SPP) and uses the common modem AT command set and PPP. This is information that is
negotiated between the two endpoints of a Bluetooth connection and ensures that the correct data
types are used.

Summary

In this chapter, you learned about small networks called Personal Local Area Networks, or pLANSs.
They are small in terms of users and/or area of coverage.

Peer-to-peer (P2P) networks can also involve a small number of users, and sometimes a small geo-
graphical area. A workgroup is an example of a P2P network that is composed of a dozen or fewer
members. P2P networks can also be distributed applications deployed on many systems and over a
large area.

You learned about both pure P2P and hybrid P2P systems. Some of the examples that you looked
at were Gnutella, Freenet, Napster, and BitTorrent.

Some computer buses play the role of personal networks. The three that were examined from a
network and architecture viewpoint were the Universal Serial Bus (USB), FireWire (IEEE 1394),
and Bluetooth.

In the next chapter, you will move up the network food chain to local area networks. Chapter 12
looks at various ways of creating local area networks from the standpoint of software, addressing,
and factors that aren’t related to hardware.
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Local Area
Networking

his chapter surveys the major classes of networks that are used to _
create Local Area Networks (LANs), with the exception of wireless IN THIS CHAP TER

LANS. It describes the different technologies and how they are imple- Introduction to LANSs
mented. The network types described are Ethernet, Token Ring, Fiber
Distributed Data Interface (FDDI), X10, and different industrial automation How broadcast technology
bus standards. The many IEEE 802.x standards that have codified these dif- solves some network issues

ferent network types are also listed. How Ethernet works

Ethernet is an example of a frame-based broadcast network. Frames are con- Token Ring and FDDI networks
structed that include standard fields for source and destination addresses,

synchronization, error checking, and more. The construction of an Ethernet How industry creates network
frame is fully described. Ethernet frames sometimes arrive at the same time, automation systems

resulting in a collision. Ethernet uses Carrier Sense Multiple Access with .

isi ) ) h | Automate a home using RF
Co 1510nADAetect10n (CSMA/CD) to detect and correct data loss that results over power lines and X10
from collision. networks

Token Ring networks use a different method for network access. On these
networks, endpoints get the chance to broadcast on the network when they
receive a special token frame. Token Ring networks are now largely an IBM
technology. FDDI networks are token rings that use optical fiber to create
high-speed systems. They have been widely deployed in the past, particu-
larly in the telecommunications industry.

The X10 RF over power-line networks allows you to automate a home. The
signaling technology is explained, and related automation networking stan-
dards are briefly introduced.

Industrial automation networks are described. Those networks aggregate the
data from sensors, actuators, switches, valves, and other devices and make
that data available to a control station with a Human Machine Interface
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system. Process control systems that include the Modbus device bus, Programmable Logic
Controllers, OLE for Process Control (OPC) data interchange, and Supervisory Control and Data
Acquisition (SCADA) systems are detailed.

Introduction

Local Area Networks, or LANs, are networks that are limited in scope, private, and have a limited
number of administered entities such as domains and subnets. The characteristics of a LAN are
best summarized by these factors:

e Topology

® Transmission media
® Technology standards
® Size

® Management characteristics

In Chapter 3, different topologies are described, Chapter 8 discusses media, and Chapter 30
describes management technologies. In this chapter, you learn about technology standards and
network sizes, in terms of node counts, connections, and run lengths. A few of the most important
LAN network standards are discussed in this chapter, including:

® FEthernet, the dominant network broadcast standard
® Token Ring, a method for synchronized network access
® Fiber Distributed Data Interface (FDDI), a high-speed Token Ring network protocol

e X10 power-line radio frequency (RF) networks, and other home automation network
types
e Industrial automation bus and data exchange standards

These five LAN network types serve to frame the subject of what a LAN is, how you design a LAN,
and how data on a LAN is processed. Wireless technology is also popular in constructing LANs
and is becoming increasingly popular as time goes by. To completely explore the subject of
modern-day LANs, you would have to include the different Wi-Fi network standards in use today.
However, to keep this chapter to a reasonable length, Wi-Fi networks are covered in Chapter 14,
where the topic is expanded and more fully explored.

In order for different types of Ethernet components to interoperate, they must be based on tested
industry standards. Most of the Ethernet standards are the result of efforts of committees of the
IEEE (Institute of Electrical and Electronics Engineers, pronounced “eye triple E”). In the next sec-
tion, you will learn about the different versions of IEEE standards that have been and are now in
use. A fundamental feature of a network is the area over which communication can be transmitted
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without requiring modification, called the broadcast domain. Broadcast domains and their rela-
tionship to Ethernet networks are explored in the section that follows the IEEE standards.

The IEEE 802 LAN standards

As LAN standards have been developed, the IEEE has created a set of standards that mirror the real-
world networks in use. These Ethernet standards can arise out of the work of a single vendor, such as
the Token Ring technologies from IBM, a small group of vendors, such as the DIX (DEC, Intel, and
Xerox) group that created Ethernet, or the result of an industry working group of some type.

Whenever possible, IEEE committees generalize the specification of the standard so that as many
other vendors’ products can interoperate as possible. So while the IBM Token Ring technology
might require a specific medium, the IEEE standard would generalize this requirement. These dif-
ferent standards go through a proposed stage where different aspects of the standards exist fully
specified as Request for Comment documents, or RFCs. Many RFCs live very long lives, eventually
being modified or replaced by other RFCs. IEEE eventually formalizes some of these standards,
and when it does, it publishes the standards as a set of reference manuals based on the standard’s
components.

This has resulted in a set of 15 (and growing) standards that have been created or are in develop-
ment from work that now spans nearly 30 years. These standards are summarized in Table 12.1.
Each standard may have multiple substandards, and some of these substandards get reduced to
practice and are commercially viable, while many other substandards are not. If you have followed
the development of Wi-Fi standards over the past decade, you will remember that the 802.11 stan-
dard has produced the 802.11a, 802.11b, 802.11g, and 802.11n substandards.

Broadcast channels

LANS all face the central problem of how to broadcast over a shared network. The solution to this
problem is the fundamental decision that separates one type of LAN from another. Because point-
to-point network connections involve an exponential number of circuits, this approach to building
networks isn’t practical. You could use switches to build circuits, the way you do when you create
a virtual link (point to point) over a WAN. However, populating a network with a large number of
switches on a single network isn’t practical either.

In Chapter 5, you learned about the concept of a channel. A channel is a defined state of a network
that allows information to pass through it, as implemented in the Medium Access Control portion
of the Data Link layer. Channels can be single or multiple; they can also be dedicated, multiple
access, or random access. In networks that use virtual channels such as telephony, techniques such
as Frequency Division Multiplexing (FDM) slice up the bandwidth into portions that are assigned
to each user. Traditionally, for voice, those slices are called DSO, and if you recall from previous
discussions they are allocated in chunks of 64 Kbits/s.
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TABLE 12.1

Standard

IEEE 802 LAN Standards

Application

Substandards

802.1

802.2

802.3
802.4
802.5

802.6

802.7
802.8

278

LAN/MAN Bridging and
Management

Logical Link Control

CSMA/CD
Token Bus

Token Ring

Distributed Queue Dual Bus
(DQDB)

Broadband LAN
Fiber Optic LAN/MAN

802.1b, LAN/MAN Management; 802.1D, MAC Bridges;
802.1e, System Load Protocol; 802.1f, Definitions and
Procedures for IEEE 802 Management Information; 802.1G,
Remote MAC Bridging; 802.1H, Ethernet MAC Bridging;
802.1Q, VLANSs; 802.1x, Port-based Network Access
Control; 802.1AB, Station and Media Access Control
Connectivity Discovery (LLD); 802.1ad, Provider Bridging;
802.1AE, MAC Security; 802.1af, MAC Key Security;
802.1ag, Connectivity Fault Management; 802.1ah, Provider
Backbone Bridge (PBB); 802.1aj, Two Port Mac Relay
(TPMR); 802.1ak, Multiple Registration Protocol (MRP);
802.1ap, MIBs; 802.1aq, Shortest Path Bridging (SPB);
802.1AR, Secure Device ldentity (DevID); 802.1AS, Time
and Synchronization for Time Sensitive Applications in
Bridged LANs; 802.1Qat, Stream Reservation Protocol;
802.1Qau, Congestion Management; 802.1Qav, Forwarding
and Queuing Enhancements for Time Sensitive Streams;
802.1Qaw, Management of Data Driven and Data
Dependent Connectivity Faults; 802.1Qay, Provider
Backbone Bridge Traffic Engineering (PBB-TE); 802.1Qaz,
Enhanced Transmission Selection; 802.1BA, Audio Video
Bridging (AVB) Systems.

No sub-standards. LLC manages data link communication
and link addressing. It defines Services Access Points (SAPs),
and provides sequencing.

Ethernet standards. Table 12.2 lists the 802.3 sub-standards.
802.4a, LAN: Fiber Optic Token Bus

802.5a, LAN: Station Management Supplement to 802.5;
802.5n, Unshielded Twisted Pair at 4/16 Mbps; 802.5¢,
LAN: Part 5: Media Access Control Revision; 802.5, LAN:
Dedicated Token Ring Station Attachment.

802.6bm, Premises Extension of DS3-Based 802.6 MAN;
802.6€, Eraser Node for DQDB MAN; 802.6g, Layer
Management for 802.6 MAN; 802.6i, Remote LAN Bridging
Using 802.6 MAN; 802.6l, Point-to-Point Interface for
Subnetwork of MAN; 802.6m, Subnetwork of MAN.
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Standard

Application

Substandards

802.9

802.10

802.11

802.12

802.13

Integrated Services

LAN/MAN Security

Wireless LAN

High-Speed LAN

The LAN to Nowhere

802.9a, Supplement to Integrated Services LAN: 802.9
Isochronous with CSMA/CD MAC; 802.9b, Support for
Functional Specifications for AU to AU Interworking 802.9;
802.9¢, Supplement to 802.9: Management. Object
Conforming Statement; 802.9d, Supplemental to 802.9:
Protocol Implementation Conforming Statement; 802.9e,
Asynchronous Transfer Mode (ATM) Cell Bearer Mode;
802.9f, Remote Terminal Line Power for Integrated Services
for Terminal Equipment (ISTE).

802.10, Standard for Interoperable LAN Security (SILS);
802.10a, Interoperable LAN Security (SILS) - The Model;
802.10c, SILS - Key Management; 802.10d, SILS - Security
Management; 802.10g, Standard for Security Labeling
Within Secure Data Exchange; 802.10h, Support to
Interoperable LM Security: PICS Proforma/Secondary Data.

802.11a, 5 GHz, 54 Mbits/s; 802.11b, 2.4 GHz, 11 Mbits/s;
802.11c, Bridge operations procedures; 802.11d,
International roaming extensions; 802.11e, QoS
Enhancements; 802.11g, 2.4 GHz, 54 Mbits/s; 802.11h,
Spectrum Managed 802.11a (Europe); 802.11i, Enhanced
Security; 802.11j, Extensions for Japan; 802.11k, Radio
resource management enhancements; 802.11m -
Maintenance of the standard; 802.11n - Higher throughput
improvements using MIMO (multiple input, multiple output)
antennas, 5 GHz or 2.4 GHz, 600 Mbits/s (over 4 x 40 MHz
channels); 802.11p, WAVE - Wireless Access for the
Vehicular Environment (such as ambulances and passenger
cars); 802.11r, Fast roaming (in progress); 802.11s, Mesh
Networking, Extended Service Set (ESS) (in progress);
802.11T, Wireless Performance Prediction (WPP) - test
methods and metrics; 802.11u, Interworking with non-802
networks (for example, cellular) (projected); 802.11v,
Wireless network management (projected); 802.11w,
Protected Management Frames (projected); 802.11y, 3650-
3700 MHz Operation in the U.S.; 802.11z, Extensions to
Direct Link Setup (DLS) (in progress); 802.11aa, Robust
streaming of Audio Video Transport Streams (in progress).

802.12a, Operation at Greater than 100 Mbits/s; 802.12b,
2-TP PMD Medium Dependent Interface and Link
Specifications; 802.12¢, 100 Mbits/s Operation: Full Duplex
Operation; 802.12d, 100 Mbits/s Operation: Redundant
Links.

This standard was never defined for the same reason that
there are no thirteenth floors in buildings:
Triskaidekaphobia.

continued
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TABLE 12.1 (continued)

Standard Application Substandards

802.14 Cable TV-Based Broadband
Communication Networks

802.15 Wireless Personal Area 802.15.1, Bluetooth; 802.15.2, Coexistence for WPAN and
Networks (WPANs) Wireless LANs; 802.15.3, High-Rate WPANS.

802.16 Broadband Wireless Access First mile, last mile connections. 802.16e, Mobile; 802.16f,
(WIMAX2, or WirelessMAN) MIB definition; 802.16g, Management Plane Procedures and

Services; 802.16h, Improved Coexistence for License
Exempt Operation (in progress); 802.16i, Mobile MIB (in
progress); 802.16j, Multihop Relay Specification (in prog-
ress); 802.16k, Bridging; 802.16m, Advanced Air Interface

(proposed).
802.17 Resilient Packet Ring (RPR) Used in high-speed SONET networks; 802.17b, Spatially
aware sublayer (SAS).
802.18 Radio Regulatory
802.19 Coexistence
802.20 Mobile Broadband Wireless Standard for Local and Metropolitan Area Networks,
Access Standard Air Interface for Mobile Broadband Wireless
Access Systems Supporting Vehicular Mobility, Physical and
Media Access Control Layer Specification.
802.21 Media Independent Handoff Enables information exchange between cellular, GSM,
(MIH) GPRS, Wi-Fi, Bluetooth, 802.11, and 802.16 networks
through a set of handover mechanisms.
MIH is similar to Unlicensed Mobile Access (UMA), a roam-
ing and handover protocol that works between GSM, UMTS,
Bluetooth, and 802.11 networks.
802.22 Wireless Regional Area WRAN transmits over white spaces in the TV frequency
Networks (WRAN) range. This is a new group with a proposed technology.

1. Merged and abandoned standards are not listed. 2. WiMAX stands for Wireless Interoperability for Microwave Access; it
is called Wireless Broadband, or WiBro, in South Korea.

FDM is fine for network traffic that is predictable, where there are only a few users at any one time,
and the data is cached or buffered en route to accommodate traffic fluctuations. Once the number
of users grows, the traffic load becomes unpredictable, the size of the data being transmitted varies,
and traffic becomes bursty; the FDM model is no longer efficient. Time Division Multiplexing
(TDM) sets network allocation using time slicing, and for all of the same reasons it fares no better
than FDM. These are the reasons that all modern LAN technologies adopt a broadcast model.
Information is sent onto the LAN where it competes with other pieces of information until it gets
to the destination specified.
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Broadcast communication uses the concept of a “channel” to describe a path or multipath that
exists over a physical medium. A multipath is a routing technique that can use multiple alternative
pathways through an existing network. A channel can be assigned in any of the following ways:

Unichannel single sequential access. There is one channel and it is shared among many
stations, one at a time (time slotted), based on a predetermined order. This scheme
ensures that data doesn’t contend with other traffic on the network, but is inefficient as
there is no prioritization of the data being sent.

Unichannel technologies aren’t efficient for full-duplex operations, but are fine for half-
duplex operations. However, there is no additional channel for sending a message
between endpoints, which introduces some inefficiency into the system.

Unichannel tokenized access. The token scheme uses a metaphor of passing the baton
from one station to the next. The station with the token gets network access and then uses
an algorithm to determine whether to use the access rights or pass it along. Tokenized net-
works do not suffer contention, and they allow for very large data transfers; however, they
run at slower speeds than other broadcast methods.

Unichannel multiple access with collisions. All stations broadcast data onto the net-
work; there are no time slots or master clocks. When two pieces of data arrive at the same
time at the same end station and a collision occurs, collision correction mechanisms force
retransmission of the data.

Carrier sensing. Stations broadcast onto the network when they determine that the net-
work is quiet. This reduces, but does not eliminate, collisions and is more efficient than a
situation where no carrier sense detection technology is used.

Multichannel broadcast. A multichannel broadcast offers the most throughput and is
more efficient for full-duplex operations. On a multichannel network, one channel can be
sending data while the other is either controlling the process or messaging, which adds
extra efficiency. Multichannel networks require additional buffering and caching, and
extra coordination. They also allow for dedicated channels.

Ethernet

Ethernet is the dominant wired network technology in use on LANs today. The standard defines
frames broadcast over Physical Layer media and Data Link Layer signaling methods based on
Carrier Sense Multiple Access with Collision Detection (CSMA/CD). Ethernet is defined by the
IEEE 802.3 standard. Nodes on an Ethernet network are identified by the globally unique 48-bit
MAC address. There are two classes of network nodes on an Ethernet network:

® Data Terminal Equipment (DTE). This category includes any component that represents

the target or source of an Ethernet frame. Computers, servers, printers, and other devices
of this kind are sometimes called end stations.
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Note

e Data Communications Equipment (DCE). Any network device that receives and for-
wards Ethernet frames is a DCE. This includes switches, routers, bridges, repeaters, and
any network interfaces such as NICs or modems.

A packet transmitted over a wire is called a frame.

Ethernet was developed at Xerox PARC in the 1970s where the CSMA/CD protocol was created by
Robert Metcalfe, David Boggs, Chuck Thacker, and Butler Lampson. (Metcalfe went on to found
3COM.) The name Ethernet arises from the idea that the network was similar to the ether, derived
from the Greek personification of the pure air or sky. In the development of science, various ethers
are promoted as a transport medium for electromagnetism, light, gravity, as well as where matter
disappeared to in early chemistry, and a host of other unexplained phenomena.

Cross-Ref

In Chapter 8, the various wiring standards used by Ethernet are described.

The Ethernet prototype ran at 3 Mbits/s and was designed to provide high network throughput
even when the network was heavily loaded. In 1980, Digital Equipment Corporation, Intel, and
Xerox created the first released version, Ethernet 1.0 (dubbed the DIX standard), which ran at 10
Mbits/s. The 802.3 standard is based on Ethernet 1.0.

An early version of Ethernet, called StarLAN, ran over unshielded twisted pair (UTP) and served as
the basis for the early LANs, eventually categorized as 1BASE5 Ethernet. In the early 1980s,
StarLAN was unique because you could use a standard RJ-45 telephone connector to use the wir-
ing in a building as the network medium. Today this method is commonplace. The 10BASE-T
adopted StarLAN’s modulation scheme, its link detection, and its wiring assignments.

Cross-Ref
T0BASE-T is covered in Chapter 8.
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The name 10Base-T indicates both the speed of 10 Mbits/s and the transmission medium, which is
twisted pair. For 100Base-T4, the speed would be 100 Mbits/s and the medium would be four
twisted-pair cables. The 1000Base-LX refers to Ethernet using a long wavelength traveling over
fiber optic cable. Ethernet uses the term Base, which is short for Baseband, a signal-filtering mecha-
nism that is described in Chapter 5. Today Ethernet travels over broadband connections, with
multiple data paths defined by frequency or amplitude without regard for the signaling rate, but it
is rare to see the term 100Broad used even when high-speed connections are used, even though it
is appropriate. The two other signaling methods of wideband and narrowband do not apply to
Ethernet.

In Table 12.2 the various forms of 802.3 Ethernet standards are listed. The 802.3 standard codifies
the important types of wired Ethernet that are so important for modern local area networks. The
numbers in parentheses indicate the theoretical throughput that each standard has.
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TABLE 12.2

802.3 Ethernet Standards

Substandard Date Purpose

Experimental 1972 2.94 Mbits/s (367 KB/s) over coaxial cable (coax) cable bus

Ethernet

Ethernet Il (DIX 1982 10 Mbits/s (1.25 MB/s) over thin coax (Thinnet); frames have a Type field.

v2.0) This frame format is used on all forms of Ethernet by protocols in the Internet
protocol suite.

IEEE 802.3 1983 TOBASE5 10 Mbits/s (1.25 MB/s) over thick coax (Thicknet); the same as DIX
except that the Type field is replaced by Length, and an 802.2 LLC header
follows the 802.3 header.

802.3a 1985 TOBASE2 10 Mbits/s (1.25 MB/s) over thin coax (Thinnet or cheapernet)

802.3b 1985 10BROAD36

802.3c 1985 10 Mbits/s (1.25 MB/s) repeater specs

802.3d 1987  FOIRL (Fiber-Optic Inter-Repeater Link)

802.3e 1987 1BASE5 or StarLAN

802.3i 1990 TOBASE-T 10 Mbits/s (1.25 MB/s) over twisted pair

802.3j 1993 TOBASE-F 10 Mbits/s (1.25 MB/s) over fiber optic

802.3u 1995 TOOBASE-TX, T00BASE-T4, T00BASE-FX Fast Ethernet at 100 Mbits/s (12.5
MB/s) with autonegotiation

802.3x 1997 Full Duplex and flow control; also incorporates DIX framing, and removes
the DIX/802.3 split

802.3y 1998  TOOBASE-T2 100 Mbits/s (12.5 MB/s) over low-quality twisted pair

802.3z 1998 T000BASE-X Gbit/s Ethernet over fiber optic at 1 Gbit/s (125 MB/s)

802.3ab 1999 TO00BASE-T Gbit/s Ethernet over twisted pair at 1 Gbit/s (125 MB/s)

802.3ac 1998 Maximum frame size extended to 1522 bytes (to allow “Q-tag”); the Q-tag
includes 802.1Q VLAN information and 802.1p priority information.
802.3ad 2000  Link aggregation for parallel links

802.3ae 2003 10 Gbits/s (1250 MB/s) Ethernet over fiber; TOGBASE-SR, TOGBASE-LR,
TOGBASE-ER, TOGBASE-SW, 10GBASE-LW, T0GBASE-EW.

802.3af 2003 Power over Ethernet

802.3ah 2004 Ethernet in the First Mile

802.3ak 2004 TOGBASE-CX4 10 Gbit/s (1250 Mbits/s) Ethernet over twin-axial cable

802.3an 2006  TOGBASE-T 10 Gbit/s (1250 MB/s) Ethernet over unshielded twisted pair
(UTP)

802.3ap 2007  Backplane Ethernet (1 and 10 Gbits/s [125 and 1250 MB/s] over printed cir-

cuit boards)

continued
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AV-N:1M 20 -~ (continued)

Substandard Date Purpose

802.3aq 2006 10GBASE-LRM 10 Gbits/s (1250 MB/s) Ethernet over multimode fiber
802.3as 2006 Frame expansion

802.3at 2008  Power over Ethernet enhancements

802.3av 2009 10 Gbits/s EPON (Ethernet Passive Optical Network)

802.3az 2007  Energy-Efficient Ethernet

802.3ba 2009  Higher-Speed Study Group. 40 Gbits/s over Tm backplane, 10m Cu cable

assembly (4x25 Gbit or 10x10 Gbit lanes) and 100m of MMF and 100
Gbits/s up to 10m or Cu cable assembly, 100m of MMF or 40km of SMF,
respectively.
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Ethernet encodes its information in a timed sequence of signals that are distorted as they travel
over the network. Sometimes the receiving system must filter the incoming data, compensate for
drift (baseline wander), or synchronize the data to the correct clock rate in order to extract the data
from the incoming signal. Different encoding schemes are used to fix these problems. Early
Ethernet used Manchester encoding (described later in this chapter), while GigE moved to a sys-
tem using forward error correcting codes. Only bit errors are detected by Ethernet; other errors are
passed up the protocol stack for further error checking.

Ethernet frames

Frames are chunks of data that are packaged for transmission over a network. They are created in
software at the Data Link layer where the data may have to be fragmented or padded to reach the
appropriate size for that frame’s format. The data portion, sometimes called the payload, is
wrapped or encapsulated with a number of starting and ending bits that represent additional infor-
mation on what the data is, where it comes from and goes to, error checking or diagnostic features,
and more. Ethernet frames are the prototypical example of the use of frames on a network. You
don’t need to be on a packet-switched network like TCP/IP and the Internet to use frames,
although that is probably the best-known example.

Frames are helpful because they provide a context in which a receiving system can understand the
data that is being sent and interpret it. From the standpoint of any system listening to the network,
signals are being received nearly all the time, depending upon current network utilization. A start-
ing sequence, once recognized, provides the timing and synchronization required to know when
the first bit starts and how long the frame is. The following features are characteristic of nearly all
frame structures that you will encounter:

e Frames have a purpose: some transmit data, others give commands, and others provide
information or messages.

® Frames have starting and ending sequences or fields called delimiters.
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® Frames generally contain a character count field that indicates the size of the frame and is
part of the error-checking mechanism. Some frames are defined to be of uniform length
and don’t require a character count field, as it is built into the standard.

® Data fields may be variable or fixed length, and may or may not be required, depending
upon the frame’s purpose. It may be necessary to pad the data field (usually with zeros) to
achieve a certain field length, also referred to as bit stuffing.

® An error-checking sequence is included that is used to determine the validity of the data sent.

Error checking is a critical function in frame transmission, as there is no other way to be com-
pletely certain that a frame arrived correctly at its destination. On a frame network, different frames
are meant to be separated by a quiet period between frames, but that is not a reliable frame delim-
iter. If two frames arrive at a destination at roughly the same time (a collision), it may appear that
they both belong to the same frame — that is, until the data is error checked. Even with error
checking, some errors creep into the system, but those additional errors (usually in the data itself)
are left to the higher-layer protocols to diagnose.

You are used to 8-bit character assignments based on translation tables such as ASCII, but this
octet size is just one possible way of representing characters. Larger character sets use wider bit
representations, with Unicode being a prime example. There is no reason why 8-bits or even a
multiple of 8-bits are used as characters or words, and from a network standards perspective, there
needs to be flexibility when it comes to the number of bits. That is one reason why frame data is
delimited and bit stuffing is used to bring the data up to a required length.

Figure 12.1 shows the portion of the OSI reference model that corresponds to the various Ethernet
networking component protocols. Ethernet defines protocols at the OSI Physical level (Layer 1)
and the OSI Data Link Layer (Level 2). Different Physical layer protocols are used depending upon
whether the wiring used is copper-based or fiber-based media. While both media types use the
same MAC addressing, the different sublayers that connect the medium to the MAC layer vary
based on media type, as shown on the right of the figure.

FIGURE 12.1

Ethernet layers and their relationship to the OSI model

Logical Link Control (LLC) IEEE 802
Mac Client >
0Sl Level 2 specific
Data Link Layer ium Access Control [T - "~~~ >
Y Medium Access Control |EEE 802.3 | MAC
(MAC) specific
pecih Reconciliation
03! Level 1 Physical Physical Media Medium Independent Interface
Physical Layer (PHY) (PHY) Specific Physical Coding Sublayer
Physical Medium Attachment
Media Fiber Copper N Auto Negotiation
AN Medium Dependent Interface
™ Medium
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The Medium Access Control (MAC) layer is where data encapsulation and media access control is
performed. This includes frame sequence, assembly, and error detection, both during reception
and after verification. The MAC portion initiates frame transmission and provides the means to
retransmit frames when errors occur.

The Logical Link Control shown is the MAC client and applies when the end station is a Data
Terminal Equipment (DTE) node. Above the MAC client are the upper-layer protocols such as
TCP/IP and others. However, if the MAC client is a bridging unit or Data Communications
Equipment (DCE) device, then there are no upper-layer protocols, and the connection is Ethernet-
to-Ethernet.

Frame structure

Ethernet frames consist of up to 11 different fields transmitted serially without any spaces or gaps.
Figure 12.2 shows the structure of an Ethernet 802.3 frame with 11 fields that serve the following
purposes:

® Preamble (PRE). A sequence of 7 bytes of 10101010 that serves to alert receiving end
stations that a frame follows. The alternating pattern helps to synchronize the medium-
dependent interface of the Physical Layer.

e Starting Delimiter (SD). The start-of-frame delimiter is the 1-byte sequence 10101011
with the final two ON bits of 1 indicating that the next bit starts the Destination Address
field.

® Destination Address (DA). A 6-byte field that indicates the end station or group of end
stations (multicast) to which the frame is directed. The first bit is a 0 when the address is
to a single end station or a 1 when it is directed to a group. The final bit is a 0 when the
address is globally administered or a 1 when it is locally administered. The middle 46 bits
are the unique MAC address of the destination: an end station (unicast), group of stations
(multicast), or all stations (broadcast).

® Source Address (SA). A 6-byte field that indicates the sending station. The first bit is
always 0, and the address is 46 bits long.

® VLAN Type ID (VT). This optional 2-byte field specifies that the frame is a VLAN frame.
(VLAN is discussed later in this section.) For VLAN to operate, all the end stations
involved require that this feature be operational.

e Tag Control Information (TCI). This optional 4-bit field for VLAN gives the priority of
the frame and the VLAN group ID that the frame is meant for.

® Length/Type (LT). A 2-byte field that indicates the size of the data field (46 to 1500
bytes) or that can be used to give the frame type ID for an optional format by using a
value greater than 1536.

® Data. The payload being transmitted, from 46 to 1500 bytes. When the data is smaller
than 46 bytes, it must be padded with zeros in order to bring the length up to 46 bytes.

e Padding to Length (PAD). The PAD portion of the Data field adds enough non-data
characters (typically zeros) to bring the frame up to the standard length.
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® Frame Check Sequence (FCS). A 4-byte field that has a 32-bit CRC (Cyclic Redundancy
Check) value used to check for errors. Figure 12.2 shows the bits that are used to generate
the CRC as indicated by the bar at the top of the figure labeled FCS Generation Span. The
fields below that bar are used to generate the CRC value and placed into the FCS field just
to the right of the included fields. Since the FCS Generation Span plus the FCS field are
used in error detection, the second bar from the top labeled FCS Error Detection Coverage
(CRQ) indicates the portion of the frame used for error checking.

e Extension. The 12-byte Extension field is a non-data field used to make it easier to send
Ethernet frames over Gigabit Ethernet networks. It is set to 416 bytes for 1000Base-X and
520 bytes for 1000Base-T.

FIGURE 12.2

The structure of an Ethernet (802.3) frame

+ FCS Generation Span —M8MMMMM+
+—————— FCS Error Detection Coverage (CRC) ——MMM+

Start

Bytes 9 l.i 1:6 2:4 3.2 60-}524 :
(8 bis) ' 64- 1528
or
Octets S v

PRE D DA SA T TCI LT DATA PAD | FCS EXT EXT

X 416 for 1000Base-X

LEGEND 0 Payload (variable length) 46 - 1500 520 for 1000Base-T

DATA = Payload
EXT = Extension
(non-data for GigE only)
FCS = Frame Check Sequence
LT = Length/Type
PAD = Padding to length
PRE = Preamble
SA = Starting Address
SD = Starting Delimiter
TCl = Tag Control Length
(for VLAN, optional)
VT = VLAN Type ID (optional)

Ethernet frames vary, depending upon the type of Ethernet network, although all follow the gen-
eral format shown in Figure 12.2. Among the various versions of Ethernet frames that have been
used are Novell’'s Raw 802.3 frame (no LLC header), IEEE 802.2 LLC, 802.2 LLC/SNAP, and
Ethernet II (version 2). To support these different versions, the Length/Type field (also referred to
as the EtherType field) is added into the MAC header just after the Source Address field. With the
EtherType field specified, it is possible to have different versions of Ethernet running over the same
network concurrently.
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FIGURE 12.3

Burst mode

With the advent of Gigabit Ethernet, a high-speed burst mode was added to CSMA/CD. In burst
mode, a sequence of bursts is transmitted up to about 8192 bytes (65,536 bits), enclosing multiple
frames separated by interframe gaps (IFGs). Using frame bursts, a source can control the network
longer and get up to three times more throughput for small frames than GigE could normally
attain. Only GigE can be bursty; slower versions of Ethernet do not support the Extension field
that maintains control of transmission by suppressing other stations from sending data. Figure
12.3 shows a GigE frame burst, with the carrier cycle indicated by the longest length that can carry
a maximum burst.

Gigabit Ethernet burst mode

Carrier cycle }

Frame with EXT field

FG | Frame with EXT field | IFG % Frame with EXT field

Legend
EXT = Extension
IFG = Interface Gap

VLAN frames

A VLAN, or virtual LAN, is a set of nodes that are grouped into a logical broadcast domain that is
independent of their physical locations. Data sent from a node on one network to a node on
another network appears as if the remote network is part of the local network. VLAN traffic can be
prioritized, grouped, and administered from a single console. A VLAN is a Layer 2 definition of a
segregated grouping and is used to create the equivalent of subnets on Layer 3 of IP networks.

Cross-Ref
Products based on a VLAN are described in Chapter 16.
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To support a VLAN's features, two fields are inserted into the Ethernet frame just before the
Length/Type field (EtherType). The first field is the 2-byte VLAN Type ID field, which identifies
the frame as a VLAN frame; the second field is the 2-byte Tag Control Information field, which
contains a priority number from 0 to 7 (highest) and the VLAN ID (group identifier). When
Ethernet frames are tagged with VLAN fields, all nodes participating in the VLAN must have that
option installed.



Chapter 12: Local Area Networking

Carrier Sense Multiple Access with Collision Detection

Carrier Sense Multiple Access with Collision Detection (CSMA/CD) is a half-duplex communica-
tions protocol that used to allow the traffic from many nodes to broadcast over a common medium
concurrently. It was meant to be an alternative to token-based networks and to allow a network to
be used as close to its capacity as it could be. Because it is possible to have two or more stations
send an Ethernet frame that overlaps, the receiving station may not be able to detect the different
bit streams, and an error occurs. This type of error is referred to as a collision. CSMA/CD provides
for error detection and recovery when collisions occur.

The name is derived from the following:

® Carrier Sense. This provides the rules needed so that end stations can determine the start
and end of frames based on transmission gaps.

® Multiple Access. Any station can transmit on the network when it detects that the net-
work is quiet.

® Collision Detection. When two (or more) sending stations detect that a collision has
occurred, they must resend the frame after a period of time that is determined by a back-
off algorithm that generates a pseudo-random number.

Ethernet CSMA/CD networks exist in one of three states:

® Transmission. Data is traveling from source to destination over the network.
® Quiescence (idle). No data is in transit.

e Contention (collision). Data from two sources are traveling over the network at the same
time.

Collisions on Ethernet networks occur all of the time; the higher the network utilization, the
higher the percentage of frames that are involved in collisions. However, it has been demonstrated
that Ethernet can still attain a throughput of 90 percent of its theoretical carrying capacity because
of the use of recovery that CSMA/CD provides.

Longer network runs lead to time differences in the detection of collisions by different stations. It
is this fact that sets the maximum run length for Ethernet, which is balanced by the frame size that
was chosen. When Ethernet moved to faster standards (100 Mbits/s and greater), the time delay for
collision detection shrank, and this balance of run length and frame size needed to be altered. For
100 Mbits/s Ethernet, the decision was made to keep the {rame size the same and reduce the run
lengths, while for 1 GigE, the run length was kept the same as 100 MHz, and an extension field
was added to the end of the Ethernet frame. This non-data Extension field makes it appear as if the
frame is larger than it is, and was set to 416 bytes for 1000Base-X, and 520 bytes for 1000Base-T.
Table 12.3 summarizes frame sizes and connection lengths for different Ethernet speeds.
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TABLE 12.3

Ethernet Frames versus Run Lengths1

Factor 10 Mbits/s 100 Mbits/s 1000 Mbits/s

Minimum frame size 64 bytes 64 bytes 416 bytes for
1000Base-X and 520
bytes for T000Base-T

Maximum collision diame- 100 UTP 100 UTP 100m UTP

ter2 412m fiber 316m fiber

Maximum distance allowed 2500m 205m 200m

between repeaters

Number of repeaters allowed 5 2 1

in a path

1. Calculated for half-duplex operation. 2. The maximum collision diameter is the longest distance between any two stations
(DTEs) in any collision domain.
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To transmit an Ethernet frame using CSMA/CD, the following sequence occurs:

The frame is prepared for transmission.
The carrier (medium) is sensed for activity by the sending station.

If the medium is idle, then transmission occurs. If the medium is busy, then transmission
is delayed for a period that is determined by the protocol, which in Ethernet is called the
interframe gap (IFG), interframe spacing, or interpacket gap (IPG).

The sending station monitors the wire to determine if the bits it receives back are the
same as the bits it sent, which is a test for a collision. When collisions are detected, the
sending system or systems stop transmitting and perform a collision remediation scheme,
as described in the next procedure. The mechanism in this step is important because it
limits the amount of time that a wire is captured by any one sending station.

Upon acknowledgment from the end station, the sending station ends transmission and
sets the CSMA/CD counters to zero.

The IFG is the minimum idle time that must be observed on an Ethernet network before a device
is allowed to send a frame. This quiet period allows other devices to reset their network stacks so
that they can receive the frame that is about to be sent. The length of the gap is protocol depen-
dent. Typical values are:

10 Gigabit Ethernet (10 GigE) — 9.6 nsec (nanoseconds, 10-9 seconds)
1 Gigabit Ethernet (1 GigE) — 96 nsec
Fast Ethernet (100 Mbits/s) — 960 nsec

Ethernet (10 Mbits/s) — 9.6 msec (microseconds, 10-6 seconds)
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These numbers are not inviolate. Network interface card vendors with faster chip sets often reduce
the IFG to improve data throughput. The Intel EtherExpress PRO/100B NIC is an example of a
card that uses this feature. Network repeaters, devices that amplify signals for longer-distance
transmission, also shrink the IFG. As frames arrive at their destinations, network conditions can
also act to reduce the IFG due to transit of a repeater, packet assembly en route, or network con-
gestion. The IFG can tolerate a reduction that is equivalent to 40 bit times (5 bytes) for 10 GigE,
64 bit times (8 bytes) for 1 GigE, or 47 bit times for 10 Mbits/s Ethernet.

Upon detection of a collision, CSMA/CD performs the following steps:

Sends additional packets so that all receivers detect a collision.
Raises the CSMA/CD counter.
At maximum transmission, attempts ceiling abort transmission.

Pauses for an amount of time, based on how many collisions were detected.

;1R W=

Starts over transmitting the frame, as is described in the previous procedure.

Full-duplex operation

Faster versions of Ethernet have tended to switch from CSMA/CD half-duplex communication to
full-duplex communications. In a full-duplex connection, data travels in both directions without
collisions. This allows for faster transmission, smaller Ethernet frames due to the elimination of the
Extension field, and a network bandwidth that is roughly two times greater. Frames sent over a
full-duplex point-to-point connection are separated by interframe gaps (IFG), just the way they
would be on a half-duplex network, and frames are transmitted as they become ready at the send-
ing station.

To make full duplex practical, Ethernet has to enforce flow control at the switch or router so that
network congestion is avoided, and separate frame buffers must be established for data traveling in
each of the two directions. A pause frame is transmitted at the receiving node and sent to the send-
ing station when the rate of dropped packets is detected beyond a certain threshold. Pause frames
are constructed so that they are unique and can’t be processed beyond the MAC client layer.

Full-duplex communications and flow control can be used on any type of Ethernet and at any
speed. In order for this method to be implemented, the link involved must have the appropriate
physical layer equipment needed to support the full-duplex mode.

Token Ring Networks

In a relay race, one runner passes the baton to the next runner, who then runs to the next station
and hands the baton off once again. In a token-based network, the baton is a token frame that
gives the right to send data on the network from one node to the next. The time that any one node
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has control over traffic is short. Because there is only one node that is communicating, token-based
networks don’t suffer from the inefficiencies of collisions and dropped data, and they can send data
in much larger chunks than Ethernet can. In order to have periodic or cyclic data access, token-
based networks are always built as topological rings, as shown in Figure 12.4.

On the left in Figure 12.4 is a single token ring wired into a single MAU or Multiple Access Unit. A
MAU is a routing device with an In port, a number of additional ports (numbered 1-6 in the fig-
ure), and an Out port (shown on the right). Each dot is a node having two wires, one for incoming
and another for outgoing data. Data traffic travels in one direction around the ring. You can
expand a token ring by adding multiple token rings together as shown in the figure on the right.

A token ring’s logical topology (left), and four rings concatenated together (right)

Token Ring

MAU

[inJ[1][2][3][4][5][6]eud

Ports Node

IBM developed Token Ring networks in the late 1970s at the same time that Ethernet was being
developed at Xerox PARC and that ARCnet was being deployed. The original Token Ring standard
has a line speed of 4 Mbits/s compared to the 10 Mbits/s Ethernet of the time. In 1989, a 16
Mbits/s Token Ring standard was introduced. Token Ring networks had a competitive performance
advantage over Ethernet early on because, even though they ran at slower speeds than Ethernet,
they could transmit much larger packet sizes, resulting in greater throughput.

That early advantage of Token Ring networks over Ethernet was squandered by the higher prices
of the switches and network adapters, and by the fact that all competing Token Ring technologies,
such as the ones Apollo Computer and Proteon introduced, wouldn't interoperate with IBM’s ver-
sion. The IEEE 802.5 standard is based on the IBM Token Ring but generalizes it so that it isn’t
dependent upon a particular media type or topology.

292



Chapter 12: Local Area Networking

ARCnet largely disappeared from the LAN marketplace in the mid-1980s, displaced by Ethernet,
although it remains in limited use in the embedded systems market. Fast Ethernet (100 Mbits/s)
also overtook Token Ring technology. By the time Fast Ethernet appeared, switch vendors had
developed methods to significantly reduce collisions on Ethernet networks. The lower cost of
implementing Ethernet removed Token Ring technology’s chance to dominate the LAN market-
place. Today, you are hard-pressed to find Token Ring technology anywhere outside of an IBM-
based shop. However, Token Ring technology has played an important role in the development of
network technology and continues to have an influence on the development of future network
technologies, and so a brief discussion on how it works is valuable.

Token Ring networks are logical rings in the sense that the wiring is looped from the point of
attachment back to the switch. In the case of IBM’s Token Ring, the switch is called a Multiple
Station Access Unit (MAU or MSAU). If you were to install a Token Ring network, you would
begin by locating the MAU in a central location such as a wiring closet, and then run a wire from
the MAU to each of the hosts (called end stations) on your network.

The network is a physical star topology, with spokes radiating outward from a central hub. The
“ring” of the Token Ring network is implemented inside the MAU. Each host is connected by a
Type-1 twisted-pair wire called a lobe cable, a hermaphroditic connector which, taken together, is
IBM’s Structured Cabling System. Token Ring networks span the OSI data model from the Physical
Layer through the Network Layer to include Data Link Layer components. Each MAU has an input
port and an output port, which can be used to expand the token ring.

Figure 12.5 shows a set of four token rings that have been concatenated together to form a larger
network. Each MAU can connect to six end stations, but for clarity, only two are shown connected
to a MAU. Figure 12.5 is the physical implementation of the topological figure shown on the right
side of Figure 12.4. Note that there are patch cables that extend the Token Ring. Those patch
cables run from each MAU and connect all four MAUs. Data travels in one direction on the patch
cable, but in two directions in the lobe cables. An exploded view of the lobe cable is shown in the
lower center of Figure 12.5.

The token in a Token Ring network is a 3 (8-bit) byte frame that is passed from one node to
another. When a node has network control, it can send a data frame. When that data is correctly
received at the destination node, that node converts the data frame to a token frame and transmits
that token frame to the next node on the network. While the data/command frame is circulating,
no other tokens can be on the network unless the network supports a feature called early release.
On a 4 Mbits/s Token Ring network, only a single token could be passed, but on the 16 Mbits/s
standard, several tokens could be circulating on the network concurrently. The system essentially
eliminates frame collisions, which makes it a very robust network with predictable data delivery.

293



Part IlI: Network Types

FIGURE 12.5

A network of four concatenated token rings
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Token rings implement traffic control using a priority bit, set to between 0 and 7. When a node
receives a token that has a priority that is less than its own, the node changes the priority bit and
retransmits the token. The token passes around the network until it reaches a node with the high-
est priority setting. At that point, the token is changed to the highest setting, and sent around the
ring until it returns to the highest-priority node, which then receives a data frame. After the data
has been received, the token’s priority is reset to the value it had when it first arrived at the node
with the highest-priority setting. In this manner, nodes are serviced based on their priority settings.

Figure 12.6 shows the structure of a Token frame, a Data or Command frame, and an Abort frame.
The Data or Command frame carries a payload that can be any size up to 18,200 bytes. The
Starting Delimiter (SD) field, shown at the bottom of Figure 12.6, shows the different values that it
stores. Those values set the priority that the data transmission has, which is used to control which
source has access to the network at the moment. The SD field also provides the token, as well as
the values required to provide the Quality of Service functions provided by the value of the
Monitor value as well as the Reservation value.
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Token ring frames use a time-based encoding method called Manchester encoding, which maintains
clock rate by providing a data transition (1 to 0 or O to 1) at a regular interval. To create a
Manchester code, you would perform an XOR (exclusive OR) of the clock and the data, as shown
below for a four-digit number:

Data String: 1100
Clock String: 1010
XOR Manchester code: 0110

Manchester encoding has also been used in Ethernet but has given way to differential Manchester

encoding (Conditioned Diphase), where the data and the clock signals are synchronized. In differ-
ential Manchester encoding, it is the transition itself that encodes the logical value. The strings are
combined as follows:

Data String: 11001100
Clock String: 10101010
Differential Manchester code: 10100101

Differential Manchester encoding is part of the 805.2 Token Ring protocol specification and is used
in IBM’s Token Ring.

Because there is always the possibility of network errors, an end station called an Active Monitor is
always evaluating the state of the token and correcting any errors it detects. Because this is a mis-
sion-critical function on a Token Ring network, a backup or standby monitor can be deployed.
When two token rings are joined, one monitor is selected to be the active monitor, and only that
station monitors the network. Election of a new active monitor can also be initiated when there is
no signal on the network, when the active monitor isn’t detected, or when a token frame isn’t
detected within a certain time period. Any end station can be a monitor, as it is built into the
Token Ring protocol.

The Active Monitor plays a critical timing role in a Token Ring network. It runs the network clock,
inserts a buffering delay, suppresses token circulation when a data/command frame is being sent,
and ensures that tokens are indeed circulating. A Token Ring algorithm called beaconing tests the
network and creates a beacon frame when a fault is detected. Beaconing can initiate an auto-recon-
figuration, which is essentially a diagnostic or reboot of the MAU. During a beaconing operation,
data cannot be passed over the token ring.

Token Ring networks are not the only networks that use tokens. FDDI networks, which are
described in the next section, are the other major example of token-based networks.
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FIGURE 12.6

Token Ring frame structures
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AC = Access Control

CRC = Cyclic Redundancy Check
DA = Destination Address

ED = Ending Delimiter

FC = Frame Control

FS = Frame Status

SA = Source Address

SD = Starting Delimiter
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Fiber Distributed Data Interface Networks

Fiber Distributed Data Interface (FDDI) is a Token Ring network protocol that is used to create high-
speed Local Area Networks. The protocol is specified as the IEEE 802.4 standard, and the technology
is the ANSI standard X3T12. FDDI is differentiated from 802.5 Token Ring networks by its use of a
timing mechanism for token exchange. FDDI uses optical fiber as its physical medium; a related tech-
nology using the same protocol but with copper wire is referred to as CDDI. Figure 12.7 shows how
different portions of the FDDI protocol correspond to the OSI reference model.

In Figure 12.7 the two OSI layers are labeled in the left column above the Media layer. The Token
Ring protocol has the SMT spanning the Physical Layer and part of the Data link layer. By contrast,
although the Logical Link Control layers for FDDI and Token Ring protocols are the same, the
Station Management Task portion of Token Ring is split into a MAC layer and into different and
separate Physical layer protocols. Depending upon whether FDDI uses fiber- or copper-based
media (wiring) the protocols are PMD and PHY or TP-PMD and TP-PHY, respectively.

FIGURE 12.7

The relationship of the FDDI protocol to the OSI model

LLC, Logical Link Control

0Sl Layer 2
Data Link Layer
MAC, Medium Access Control
SMT,
Station
TP-PHY
0SI Layer 1 Management PHY
Physical Layer Task
PMD TP-PMD
Media Fiber Copper

LEGEND
PHY = Physical, signal timing and encoding

PMD = Physical Medium Dependent Interface,
converts electical signals to light waves

SMT = Station Management Task, includes Ring
Management (RMT), Configuration Management
(CFM), Connection Management (PCM), Physical
Configuration (PCM), and Entity Coordination
Management (ECM)

TP = Twisted Pair
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There are two types of devices that are defined on an FDDI network:

e Stations. Stations are computers, printers, and other active devices. They can be Single

Attached Stations (SAS) or Dual Attached Stations (DAS).

Concentrators. Concentrators are devices that connect an SAS to the FDDI network.
When connected to a ring, concentrators are Dual Attached Connectors (DACs) and have
three port types: A (Primary ring), B (Secondary ring), and M (Master). Concentrators can
also be Single Attached Connectors (SACs), and through their M port, connect to the sin-
gle Slave (S) port of a SAS.

There are three different connection types:

Single Attached Stations (SAS). SAS devices.

Dual Attached Stations (DAS). DAS are ring connected and must be operational for the
ring to be fully functional.

Dual Homed. Dual homed has a concentrator or DAS connected to two other concentra-
tors. It is equivalent to two SAS links.

As shown in Figure 12.4, where the token ring exists within an MAU, FDDI rings also are imple-
mented inside Dual Attached Concentrators. This allows for a simple stand-alone FDDI ring struc-
ture. If you have a Dual Homed concentrator, then you can create fault-tolerant paths to Dual
Attached Stations. Both of these scenarios are shown in Figure 12.8. M-S connections can be either
fiber optic or UTP cabling. In Figure 12.8 the primary ring is indicated by the dark lines in the fig-
ure while the secondary ring is indicated by the gray lines. Data travels in the directions indicated
by the arrows at the head of the line.

A stand-alone concentrator versus a Dual Homed concentrator

Secondary ring
Primary ring——»

Standalone Concentrator Dual Homed Concentrator

P

(M)A (B)

m SAC

Secondary
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FIGURE 12.9

To add more nodes to an FDDI network, you connect the one or more AB ports on a root concen-
trator to other concentrators and iterate this connection; this creates a hierarchical tree of concen-
trators. You can also create a ring of trees by replacing a root concentrator with a dual FDDI ring
structure. The ring-of-trees topology is often used for campus-wide LANs. In many instances,
FDDI networks are connected to Ethernet networks to create a mixed network type. Mixed net-
works require that FDDI/Ethernet IP routers be placed as the edge devices separating the three net-
work types — tree of concentrators, ring of trees, and mixed FDDI/Ethernet networks.

Figure 12.9 shows these three topologies. The three different network types illustrate different
approaches to utilizing FDDI in increasingly larger types of network. FDDI can be used as a back-
bone of concentrators as shown in the Tree of Concentrators topology. The Ring of Trees topology
allows for a hierarchical fan out of FDDI with each concentrator on the main ring serving the func-
tion of a root in its particular tree. Each level in the Ring of Trees is referred to using the name
Primary, Intermediate, and Horizontal distribution frames. You can also create a mixed FDDI/
Ethernet network by combining an FDDI ring with connections to Ethernet networks through

FDDI/IP routers.

Three different types of FDDI network topologies: Tree of concentrators, ring of trees, and mixed FDDI/
Ethernet network

Tree of Concentrators Ring of Trees

JEEE]

Primary
distribution frame

Horizontal
distribution frame

Mixed FDDI/Ethernet Network

SENEE]

FDDI/IP FDDI/IP
Router Router
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FDDI has been widely used in the telecommunication industry as a core network system but is
being displaced by high-speed Ethernet, as have other Token Ring networks. Version 2 of the
FDDI standard (FDDI-II) added circuit switching to this network type. There has been a consider-
able investment in FDDI networks in the past, and they are used for both voice and video trans-
mission. FDDI networks are now often connected to Synchronous Optical Network (SONET),
which is used as a backbone for modern high-speed networks.

Cross-Ref
SONET is described in Chapter 13.

FDDI is constructed using two token rings, each sending data in opposite directions; these dual-ring
networks are often deployed in room-sized LANs. The primary ring runs at 100 Mbits/s and the
counter ring either performs backup or adds another data channel to the network that extends the
throughput of the network to 200 Mbits/s. FDDI network interfaces on FDDI routers connect to both
rings, making them dual-homed or dual-attached systems. Hosts connecting to an FDDI network are
single attached. As is the case with other optical networking systems, devices called concentrators
allow multiple hosts to communicate through the network using a single fiber connection.

If the second token ring is configured to be a backup, and ring connections are dual homed, then
the network can fail over to the secondary ring should the primary active token ring suffer a bro-
ken connection. Figure 12.10 shows an FDDI network that has suffered two points of failure: a
failed cable and a failed Dual Attached Station (DAS). One point of failure leaves the network func-
tional; a second point of failure divides the network into two smaller networks.

FIGURE 12.10

FDDI is a highly fault-tolerant high-speed LAN; even two faults simply segment this basic dual-ring network.
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FDDI is notable for its combination of speed, potential long-distance connections, and high host
connection count. FDDI can connect to 500 DAS or 1000 SAS nodes. Optical cable runs for an
FDDI link can be up to 125 miles (200 km) and are for networks that have thousands of connected
users. The rings themselves can be half that distance, 62 miles (100 km). This distance is the rea-
son that FDDI is a very popular Metropolitan Area Network (MAN) technology.

CDDI (FDDI over copper wire), by comparison, has a maximum rated throughput of 16 Mbits/s,
and a maximum connection length of 250m for shielded twisted-pair (STP), or 72m for unshielded
twisted-pair (UTP) wiring.

Automation Networks

Networks don’t just exist to connect computers, although the bulk of this book is dedicated to
computer networks. Networks exist to connect a wide variety of devices. Cars and planes have net-
works, which are LANs with a set of connected computers, a host of sensors, and other devices
that make them very sophisticated systems. You only have to watch a mechanic hook up an auto-
mobile diagnostic handheld computer to appreciate how useful networked components are.

If you have been interested in smart houses, you may be familiar with the X10 standard for home
automation, which is described in the following section. Go into any modern high-rise building
and you will probably find that the HVAC (Heating, Ventilation, and Air Conditioning) and light-
ing systems are computer controlled, often from a single console or computer. More generally, you
will find that network systems are built to sense and control all manner of industrial equipment.
Automotive assembly-line robots, pharmaceutical plant recipes, railroad train movement, package
tracking, and other activities form networks that rely on control functions to operate.

All of these automation networks find different ways of abstracting networked devices from the
software that is used to detect and control them. Some networks connect sensors, switches, valves,
and activators to network hubs or switches that can recognize the output of device drivers on net-
work devices. If you connect those switches to a computer or a network of computers, software
can be used to analyze the signals and send commands that control these devices. Systems of this
type are sometimes referred to as Human Machine Interface (HMI) systems, or alternatively,
Supervisory Control and Data Acquisition (SCADA).

The methods that these computers use to discover network devices are often industry standards
that you've already learned about, such as SNMP. The devices used to aggregate automated device
signals and distribute commands, sometimes referred to as Programmed Logic Controllers, may
communicate using proprietary software or open standards such as Sun’s Java, Microsoft’s OLE,
DCOM, or even .NET Framework components.

Many of these types of networks are proprietary to the manufacturers that build these systems, but
there are some network types that are open standards. In the sections that follow, you'll learn
about some of the more successful open standards, how they are implemented, and where they are
used.
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X10 and home automation

The X10 standard is an open standard for signal communication and control of devices over power
lines. It is widely used to automate homes by creating home automation networks that have been
dubbed smart homes or domotics. X10 defines a protocol for radio transmission signals over a car-
rier wave. Very short low-power RF bursts are transmitted synchronously with the power line sig-
nal such that the signal which corresponds to the power wave’s inflection points (zero amplitude)
is a logical one, and any inflection point without a signal is a logical zero.

Because the signal is at a higher frequency than the carrier wave, the signal is actually repeated two
times between inflection points, between 0 and 7, and two more times again between 7 and 2.
Those additional signals are used for timing and aren’t measured as an X10 signal, although they
do play an important role. Many encoding schemes don’t simply rely on a signal being recognized
asa 1 or 0. Instead, what they do is to have two signals, the first bit of which is the signal and the
second bit of which is a synchronization bit. To generate a 1, not only must the first bit be a 1, but
the second bit must also be a 0; that is, a High-Low signal pair is recognized. For a 0, the first bit
would be 0 and the second bit would be 1 — a Low-High signal pair. It is that transition that
makes the bit boundaries easier to locate and less prone to error. Figure 12.11 shows the carrier
wave and signal, with a 1 msec bar indicated as part of the legend below the figure.

If you have an X10 controller, either a remote control or a virtual button on a console, and you
press a button, a binary code is transmitted over the power line. The code is a set of three binary
identifiers: a START CODE (4 bits, 1110), HOUSE CODE (8 bits), and CONTROL CODE (10
bits), which defines an X10 frame. The CONTROL CODE can be a NUMBER CODE or
FUNCTION CODE and uses alternating inflection points to encode its binary signal, ignoring the
bit in between. Figure 12.12 shows a sample encoding, which requires 11 full cycles and illustrates
the full length required by a CONTROL CODE for transmission. The different lengths and spacing
of the codes make them all unique and make it possible for a translation table to be built.

The X10 standard has a complete set of the codes sent twice back to back, a space of three power
line cycles, and a repeat of the codes. Also, any time commands are used that are sent to different
devices, there must be three cycles of null bits transmitted. The codes for bright and dim settings
are meant to be sent continuously with no spacing between the codes, and with at least two and
preferably more repetitions. Table 12.4 shows the X10 translation code.

X10 works by plugging a receiver unit into a power outlet in your house, and then plugging the
device being controlled into the X10 receiver. Devices can be lights, televisions, temperature con-
trollers, fans, and other household appliances. Different devices require different types of X10
modules. In some cases, modules are designed so that they have local control and can be turned on
by a physical switch. Many light modules also have a feature called local dimming, which allows for
the light to be turned on and off through progressive settings. Figure 12.13 shows some of the
devices that can be controlled in an X10 network inside a home. For example, the hose shown at
the lower right of the figure is controlled by a metering switch that is plugged into an X10 switch.
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FIGURE 12.11

X10 radio signals on a power line carrier wave
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FIGURE 12.12

An encoded X10 signal. The intermediate timing signals have been omitted for clarity.
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FIGURE 12.13

Some of the devices inside a home that can be controlled by an X10 network
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Each X10 receiver is assigned a unique address so that it can receive signals. The X10 transmitter
can be a remote control keypad, or it can be a software program on a PC that is interfaced to the
X10 system through a transceiver that is also plugged into a power outlet. When a keypad is used,
it uses one of the command codes shown in Table 12.4 to communicate with specific devices.

TABLE 12.4

X10 Command Codes

Code Bit 1 Bit 2 Bit 3 Bit 4

START 1 1 1 0 -
House Code Bit 1 Bit 2 Bit 3 Bit 4

A 0 1 1 0

B 1 1 1 0

C 0 0 1 0

D 1 0 1 0

E 0 0 0 1

F 1 0 0 1

G 0 1 0 1

H 1 1 0 1

I 0 1 1 1

J 1 1 1 1

K 0 0 1 1

L 1 0 1 1

M 0 0 0 0

N 1 0 0 0

o 0 1 0 0

P 1 0 0

Key Codes Bit 1 Bit 2 Bit 3 Bit 4 Bit 5
1 0 1 1 0 0
2 1 1 1 0 0
3 0 0 1 0 0
4 1 0 1 0 0
5 0 0 0 1 0
6 1 0 0 1 0
7 0 1 0 1 0

continued
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IW.\-18 20 -0 (continued)

Key Codes Bit 1 Bit 2 Bit 3 Bit 4 Bit 5
8 1 1 0 1 0
9 0 1 1 1 0
10 1 1 1 1 0
11 0 0 1 1 0
12 1 0 1 1 0
13 0 0 0 0 0
14 1 0 0 0 0
15 0 1 0 0 0
16 1 1 0 0 0
All units off 0 0 0 0 1
All lights on 0 0 0 1 1
On 0 0 1 0 1
Off 0 0 1 1 1
Dim 0 1 0 0 1
Bright 0 1 0 1 1
All lights off 0 1 1 0 1
Extended code 0 1 1 1 1
Hail request1 1 0 1
Hail acknowl- 1 1 1
edge

Preset Dim 1 0 1 - 1
Extended Data 1 1 0 0 1
Analog

Status On 1 1 0 1 1
Status Off 1 1 1 0 1
Status Request 1 1 1 1 1

1. Three blank cycles between each pair of transmissions is required, except for dim and bright.

In software, devices can be programmed up to the limit of the sophistication of the program. They
can be used to control home theaters with custom-made interfaces, run event schedules, log
events, send messages upon events, and almost any other action you can think of. Among the best-
known home automation software programs are Central Home Automation Director (CHAD)
Software, HAL 2000 Voice Control Software, Home Controls, HAI Web-Link, HomeSeer Software,
Indigo, PowerHome, Smarthome Manager PLUS, Superna ControlWare, and Thinking Home.

306



Chapter 12: Local Area Networking

The X10 protocol also allows for radio frequency devices such as keypads, keychains, burglar
alarms, IR switches, and other devices. In the U.S. the radio frequency is 310 MHz, and in Europe
it is 433 MHz. A radio receiver provides the bridge needed to transmit X10 commands over the
wired network. Some of the devices that can be on an X10 network are shown in Figure 12.14.

FIGURE 12.14

Devices inside and outside a house that can be controlled by X10
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Tip

Perhaps the best-known commercial Web site for home automation products is www.Smarthome.com.

TABLE 12.5

While X10 is the best known of the home automation networking systems, there are many other
systems in use that you might want to consider. These alternatives include INSTEON, UPB,
ZigBee, and Z-Wave. Table 12.5 lists some of the standards used in home networks and compares
them to different computer standards.

Common Home Automation Networks

Network Type Medium Throughput Connection Limit

Bluetooth RF 1 - 10 Mbits/s 10 -20m

Ethernet UTP or fiber optic 10 Mbps — 1 Gbits/s 100m - 15 km

HomePlug RF over power lines 14 - 200 Mbits/s 200m

HomePNA Telephone line 10 Mbits/s 300m

INSTEON RF over power lines

IRDA Infrared 9.6 Kbits/s — 4 Mbits/s 2m (line of sight)

LonWorks UTP, RF over power 1.7 Kbits/s — 1.2 Mbits/s 1,500 — 2,700m
lines, RF, IR, or Ethernet

Wi-Fi (IEEE 802.11) RF 11 — 248 Mbits/s 30 -100m

X10 RF over power lines 50 - 60 bits/s 500m

Z-Wave RF 9.6 — 40 Kbits/s 30m

ZigBee RF 20 - 250 Kbits/s 10-75m
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In Table 12.5 the different types of home networking automation systems are described.
Networked automation also plays an essential role in industrial systems as well. In the section that
follows, different process control systems for industry are described.

Process control systems

Industrial automation networks that control processes are most often built with some form of dis-
tributed control system (DCS). An industrial process control might include controlling oven tem-
peratures in a bakery, part delivery on an assembly line, lights on a factory floor, or any other
controllable feature of a plant or factory. Elements of the network are deployed at the point of ser-
vice for the devices that they monitor and/or control. These network elements provide output
through a bus to an aggregation/translation device where the signals from the different elements
can be converted into a form that is compatible with the network that the control system is on.
DCS systems are used in chemical plants, electrical power grids, HVAC, oil refining and transpor-
tation, pharm